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In the 1993 comedy film “Groundhog Day”, the hapless 
protagonist Phil (played by Bill Murray) is sent to a 
small town to cover the eponymous event, where 
a groundhog predicts the weather. For reasons 
unknown, Phil soon becomes trapped in a time loop 
and has to live the same day over and over, despite his 
efforts to break the cycle. 

I am sure people who work in cybersecurity can 
relate to Phil. In past issues of the Singapore Cyber 
Landscape, I have described pressing cybersecurity 
concerns which need urgent attention, however, 
the cyber threat landscape is seemingly caught in a 
recurring spiral. Except that unlike “Groundhog Day”, 
it appears to be an escalating spiral. Issues and attacks 
are becoming more severe, and the bad guys appear 
to have the upper hand.   

Consider the evolution of ransomware. It initially 
targeted individual small businesses; but ransomware 
groups have escalated their tactics to disrupt 
government agencies and entire states, often through 
what’s known as ‘double-extortion’: demanding one 
ransom for the decryptor key to restore systems, 
and another to prevent the leaking of stolen data. In 
2023, these cybercriminals intensified their activities 
further, by exploiting vulnerabilities within widely 
used computing products and software. Countless 
companies fell prey to ransomware attacks when they 
failed to properly patch the affected products. Victims 
ranged from small enterprises to giant multi-national 
corporations like Shell, Boeing, and the Industrial 
and Commercial Bank of China. Singaporean firms 
were not spared. The Cyber Security Agency of 
Singapore’s (CSA) inaugural Singapore Cybersecurity 
Health Report, released earlier this year, indicated that 
80% of local organisations polled have encountered 
at least one cybersecurity incident in a year, of 
which ransomware was the most common incident 
encountered.

Another example lies in scams. Scammers all over 
the world have started to use malicious cyber tools in 
their methods, and this drives greater speed, scale, 
and sophistication in their criminal campaigns. In the 
past year, we saw how scammers enticed victims 
into downloading malicious apps, granting them 
pervasive control over victims’ mobile devices. This 
control extended to real-time monitoring, the pilfering 
of login credentials for digital banking services, and 
the installation and execution of additional malicious 
apps. Thousands of Singaporeans fell victim to these 
schemes, resulting in losses of over S$34 million dollars 
in 2023. Overall, losses due to the scam menace totalled 
some S$651.8 million over the whole of 2023.

Amidst the ongoing threats of ransomware and scams, 
the landscape of cyber threats saw the emergence 
of a new threat: Artificial Intelligence (AI). The use 
of generative AI, which exploded in 2023, brought a 
new dimension to cyber threats. It has turbocharged 
phishing campaigns, facilitated high-profile scams, and 
made it easier for threat actors to glean deep insights 
into computer environments and systems. Locally, we 
have begun to detect AI-assisted phishing and scam 
messages in cases reported to SingCERT. Compared 
to the ‘traditional’ variety, these AI-generated phishing 
messages are more polished, coherent, and convincing 
– meaning many more people could fall prey. In the
2024 “Year of Elections”, there are already reports
of how AI-generated content – deepfakes in video
clips and memes – are being used to sow discord
and sway the outcome of national elections. Even
less well understood is how AI itself is vulnerable to
attacks, and can expose enterprises and users eager
to reap AI’s potential to new risks. As it is, AI already
poses a formidable challenge for governments around 
the world. Unfortunately, cybersecurity professionals
would know that we are merely scratching the surface 
of generative AI’s potential, both for legitimate
applications and malicious uses. As AI becomes more 
accessible and sophisticated, threat actors will also
become better at exploiting it for increasingly intricate 
and potent cyber threats. 

In the wake of these challenges, it is easy to become like 
Phil in “Groundhog Day” and give in to procrastination 
and despondence. Indeed, it is a perennial game of cat-
and-mouse with our adversaries, except that these are 
no meek rodents. They are vicious, unrelenting, and 
without remorse. But just like Phil eventually resolved 
to improve himself and break free from the cycle of 
repetition, we need to remember that digital security 
is a journey that does not have a finish line. With new 
challenges continually emerging, our fortitude and 
determination determines the trajectory of Singapore’s 
journey towards a secure digital future.  

To better protect the public, CSA launched a refreshed 
national cybersecurity campaign in September 
2023 focusing on the “Unseen Enemy”. This serves 
as a salient reminder of the need to be vigilant in 

the face of “unseen”, yet pervasive cyber threats. 
CSA has also continued to provide cybersecurity 
support to organisations under the SG Cyber Safe 
Programme. These include free cybersecurity 
resources to raise organisational awareness, funding 
support to develop cybersecurity health plans, and 
cybersecurity certification which provide recognition 
for organisations that invest in cybersecurity. Such 
initiatives allow organisations to better protect their 
assets against the increasing frequency and scale of 
cyber threats.

2023 was also not all doom and gloom. For the first 
time in five years, the total amount lost to scams had 
declined. One of the initiatives that contributed to this 
drop was the Singapore Police Force’s (SPF) Project 
A.S.T.R.O, which leverages technology to identify 
and alert scam victims. The proactive approach 
averted over S$148 million of potential loses. The 
Infocomm Media Development Authority (IMDA), 
Monetary Authority of Singapore (MAS), and CSA 
have also worked with the telcos, banks, and Google 
to strengthen anti-scam measures, including fortifying 
the security of digital banking apps, and preventing the 
installation of malicious apps on users’ phones. 

Unlike Phil, who had to figure how to alter his 
predicament by himself, Singapore is not alone in our 
fight against cyber threats. Internationally, there has 
been much progress in efforts to combat ransomware, 
which provides a strong cause for optimism. For 
instance, in November 2023, members of the Counter 
Ransomware Initiative (CRI) – a global coalition aimed at 
collectively addressing the ransomware threat – joined 
forces to publicly denounce ransomware and strongly 
discourage paying ransomware demands. This was a 
significant demonstration of the shared international 
conviction to act together against ransomware, led by 
Singapore and the United Kingdom as co-chairs of the 
CRI’s Policy Pillar. Locally, the SPF and CSA have also 
launched a ransomware portal that serves as a one-stop 
portal for organisations to access ransomware-related 
resources and receive ransomware recovery support.

There are also many new opportunities. On AI, for 
example, CSA is reviewing how it can enhance our 
national cyber defence. AI shows great promise in 
detecting abnormal behavioural patterns and ingesting 
large volumes of logs and intel – which can enhance 
incident response and enable us to thwart cyber 
threats more swiftly and accurately, while alleviating 
the load on our analysts. We talk about some of the use 
cases in this issue of the Singapore Cyber Landscape. 
We are also embarking on efforts to ensure that 
AI is trustworthy, safe and secure. The Singapore 
Government was awarded the Future of Privacy 
Forum’s “Global Responsible AI Leadership Award” in 
June 2024, and our national efforts in this space will 
be coordinated as part of the National AI Strategy 2.0 
to leverage the benefits of AI for the public good, and 
to protect against the misuse of AI. 

Shortly before this publication went to print in July 2024, 
the world experienced an IT outage of unprecedented 
magnitude. Globally, airports, hospitals, and businesses 
ground to a halt as their computer systems crashed and 
became inoperable. Organisations in Singapore were 
also impacted. At the point of writing, the disruption 
is widely believed to be triggered by a faulty update 
to CrowdStrike’s Falcon Endpoint Detection and 
Response software which affected the Windows hosts 
systems they were installed on. However, it may take 
some time before the root cause, as well as how a 
seemingly innocuous update could have led to such 
far-reaching knock-on effects, is fully understood. 
It may take even longer for the actual impact of the 
incident to be fully revealed. This incident, which 
some have called the “largest IT outage in history”, 
demonstrates the fragility of our digital ecosystem 
and how interdependent we all are. Resilience is 
something we need to continue to strive for. 

Digital resilience is a journey, not a destination. As 
Singapore continues to digitalise, threat actors will 
target our systems and aim to exploit any vulnerabilities 
that may arise. This was one of the key motivations 
behind the updating of the Cybersecurity Act (CS Act) 
in May 2024. The amendments expand CSA’s regulatory 
ambit beyond critical information infrastructure and, 
amongst other things, will give CSA the powers to 
oversee the cybersecurity and resilience of digital 
infrastructure foundational to our economy and way of 
life. This will allow CSA to require foundational digital 
infrastructure service providers, such as cloud service 
providers and data centres, to adopt appropriate 
cybersecurity measures. The culminative effect of 
the amendments will be an improvement to CSA’s 
situational awareness of cybersecurity threats and 
incidents that could cause disruptions to these digital 
infrastructure services. CSA can then proactively 
work with Singaporeans and Singapore businesses to 
minimise the impact of such disruptions to their lives 
and business operations. We will elaborate further on 
our work to amend the CS Act in next year’s SCL, as we 
continue to work on operationalising the amendments 
together with our partners.

As we navigate the ever-evolving landscape of 
cybersecurity, let us draw wisdom from the teachings 
of Lao Tzu, who said, “A journey of a thousand miles 
begins with a single step.” Despite the challenges 
we face, every step we take towards enhancing our 
cybersecurity posture brings us closer to our goal of a 
trusted digital future. By remaining vigilant, adaptable, 
and united in our efforts, we can overcome evolving 
cybersecurity obstacles, and continue moving forward 
in building a safer and more secure cyberspace.  

Foreword

Mr David Koh
Commissioner of Cybersecurity and
Chief Executive
Cyber Security Agency of Singapore
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GLOBAL TRENDS 
IN 2023
2023 was marked by significant developments 
in an increasingly fraught global cybersecurity 
landscape. Cybercriminals and Advanced 
Persistent Threat (APT) groups leveraged 
vulnerabilities in supply chains and popular third-
party services to conduct several high-profile 
cyber-attacks. At the same time, hacktivist 
groups expanded their targets and operations, 
demonstrating increased sophistication in their 
tactics and techniques. The past year also 
saw malicious actors use Generative Artificial 
Intelligence (Gen AI) to enhance cyber and 
misinformation/disinformation campaigns. 
In this chapter, we take a closer look at these 
pivotal trends that shaped the 2023 global 
cyber threat landscape.
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Exploiting Trust: Targeting 
Vulnerabilities in Supply Chains 
and Third-Party Services

Targeting software supply chains and trusted 
third-party services allows cyber threat actors 
to compromise targets at scale, maximising 
the “returns” from a single initial compromise. 
By leveraging vulnerabilities in widely-
used software, threat actors exploit trusted 
relationships between vendors and their clients, 
to bypass the latter’s defences. In 2023, such 
attacks have become pervasive, and resulted in 
several high-profile incidents:

• In May 2023, a zero-day vulnerability in 
Progress Software’s MOVEit Transfer 
solution was exploited by the Cl0p 
cybercriminal group to steal data from 
a diverse range of organisations. Cl0p 
then extorted the victims by threatening 
to publish their data unless a ransom was 
paid. The campaign reportedly impacted 
over 2,700 organisations and 95 million 
individuals worldwide,1 generating an 
estimated total ransom of US$75 to 100 
million for Cl0p. Notably, this was not 
the first time that Cl0p had exploited 
vulnerabilities in file transfer solutions at 
scale. Cl0p reportedly conducted similar 

1. Unpacking the MOVEit Breach: Statistics and Analysis, Emsisoft, statistics updated as of 28 May 2024.

deployment. Given widespread adoption 
of the affected Citrix devices, thousands of 
organisations worldwide were potentially 
exposed to the vulnerability, which might 
have been abused since August 2023. 
Prominent ransomware victims linked to 
“Citrix Bleed” included Boeing, Industrial 
and Commercial Bank of China, Toyota 
Financial Services, and Xfinity, a US-based 
telecommunications company. Notably,  
the threat actors managed to steal 
personally identifiable information (PII) of 
close to 36 million individuals by breaching 
Xfinity alone.

Common to all three cases, the threat actors 
exhibited high levels of technical sophistication. 
The Barracuda ESG compromise served 
as a reminder of the threat posed by state-
sponsored hacking groups, and their ability 
to even overcome conventional mitigation 
measures. On the other hand, Cl0p’s use 

Cyber-attacks targeting software supply 
chains and third-party services are not new. 
High-profile examples in the past include 
attacks against network management 
software SolarWinds in late 2020, and the 
widely used Apache Java logging library 
Log4j in 2021. However, what has changed 
in recent years is the range of threat actors 
using such tactics. Cybercriminal groups in 
particular have increasingly favoured such 
tactics. It is hence imperative for cyber 
defenders to take a proactive approach to 
combat this heightened threat. 

To mitigate the risk of supply chain attacks, 
organisations should ensure that software 
and systems are regularly patched and/
or updated, with critical or important 
patches being prioritised, and automatic 
patches being enabled where possible. 
Organisations should also consider 
replacing outdated systems, applications 
and Internet of Things (IoT) devices that 
are no longer receiving any patches and/

of zero-day exploits underscored that 
cybercriminal gangs have become increasingly 
capable at using techniques that were once 
limited to well-resourced state-sponsored 
hacking groups.

The “Citrix Bleed” vulnerability highlighted 
the problem of N-day attacks, which exploit 
already known vulnerabilities that have patches 
available. Even though a patch for the “Citrix 
Bleed” vulnerability was issued on the same 
day it was disclosed, exploitation continued and 
even increased in the months that followed. The 
average organisation reportedly takes over 200 
days to patch a vulnerability. The delay to patch 
can arise from several reasons, such as an 
organisation’s lack of cybersecurity resources, 
or concerns over operational downtime leading 
to financial losses. Regardless of the reasons, 
every day that an organisation puts off patching 
and remediation gives threat actors another 24 
hours to carry out their malicious intent.

campaigns against Accellion File Transfer 
Appliance solution in 2020 and 2021, as 
well as Fortra’s GoAnywhere Managed File 
Transfer solution in early 2023. 

• In June 2023, reports surfaced regarding 
a zero-day vulnerability in Barracuda 
Networks’ (Barracuda) Email Security 
Gateway (ESG) appliances being exploited 
by an espionage-motivated threat actor 
since October 2022. This resulted in data 
theft from hundreds of Barracuda clients 
globally. Despite the roll-out of patches, a 
subset of the compromised ESG appliances 
continued to encounter active exploitation. 
This highlighted how the threat actor was 
prepared against remediation efforts 
and underscored its ability to maintain 
persistence. This led to Barracuda’s 
subsequent guidance for its customers to 
replace the compromised devices entirely.

• In October 2023, a vulnerability affecting 
specific Citrix devices (nicknamed 
“Citrix Bleed”) was discovered to have 
been exploited by multiple threat actors 
for cyber espionage and ransomware 

   IMPLICATIONS

or updates. To manage the cyber risks 
from third-party services, organisations 
should implement strong access controls, 
which includes (a) applying the principle 
of least privilege where employees and/
or third parties are only given the access 
they need to perform their work; and (b) 
segregation of duties to ensure that duties 
and responsibilities for critical functions 
are divided, thereby limiting the potential 
impact of security breaches.

Organisations can also consider 
including clauses that account for various 
cybersecurity risks in their contracts or 
Service Level Agreements (SLAs) with 
suppliers/vendors, such as requiring them 
to be Cyber Essentials or Cyber Trust mark 
certified, to ensure that these suppliers/
vendors maintain good cyber hygiene 
practices. This is an effective method for 
managing vendor risks, while nudging the 
vendor ecosystem towards achieving higher 
cybersecurity standards.



10 GLOBAL TRENDS IN 2023  11

Hacktivism, characterised by the use of hacking 
techniques for political or social activism, 
gained prominence in the early 2000s with 
groups like Anonymous making headlines for 
their defacement of websites and disruption 
of online services. At that time, hacktivists 
sought to draw attention to specific causes or 
express dissatisfaction against organisations 
and/or their policies. They employed a variety 
of tactics, techniques, and procedures (TTPs) 
to achieve their goals, including:

• Website defacements: Altering the content 
of a website, usually to broadcast a specific 
message.

• Distributed denial of service (DDoS) attacks: 
Overwhelming a targeted web service with 
traffic from multiple sources and rendering 
it unavailable.

• Data leaks: Publicly disclosing sensitive or 
confidential information to embarrass the 
victim or expose wrongdoing.

 
The way hacktivists chose their targets tended 
to be unpredictable given that they were driven 
by a diverse range of motivations, though 
there were some indications that they typically 
focused on controversial and emotive topics. 
Hacktivists tended to target poorly secured 
websites across a broad range of entities, 
from anti-copyright infringement groups to 
governments involved in the “Arab Spring” 
uprisings of the late 2000s.

Current trends in global hacktivism
Hacktivism is still primarily a vehicle to draw 
attention or to express dissatisfaction with 
policies. With the pervasiveness of digital 
platforms today, hacktivism has also become 
a force multiplier for the causes it supports. 
This was evident in the context of the Russia-
Ukraine and Israel-Hamas conflicts. Within 
these conflicts, hacktivists seek to cause more 
trouble for their already embattled targets, by 

forcing them to divert resources and attention 
to deal with the incidents they create. To 
achieve this, hacktivists are also starting to 
shift from low-level malicious activities, such 
as website defacements and DDoS attacks, to 
higher-impact attacks, as seen in the following:

• Throughout 2023, pro-Ukrainian hacktivist 
group Ukrainian Cyber Resistance carried 
out several spearphishing campaigns, 
notably against Russian officials and 
systems. These resulted in significant data 
breaches, which leaked information about 
foreign mercenary recruitment, the state 
of Russian military equipment, and troop 
movements. 

• In May 2023, the pro-Palestinian hacktivist 
group AnonGhost hacked into a widely-
used Israeli missile warning application, to 
send a fake alert that a nuclear strike was 
imminent, to trigger hysteria among the 
populace.

 
Today, hacktivists continue to be unpredictable 
in their targeting, but have expanded attacks 
to include sectors and systems previously 
beyond their reach. This includes Operational 
Technology (OT) systems to cause physical 
impact.
 
In addition, hacktivists’ TTPs have also 
improved. This is apparent from their 
deployment of traditional hacktivist tools like 
DDoS attacks and the coordination of hacktivist 
operations.

DDoS attacks
DDoS, a mainstay of hacktivist attacks, has 
advanced significantly in recent years. These 
were once primarily volumetric attacks, relying 
on hundreds of physical devices under an 
attacker’s control to launch high volumes of 
malicious internet traffic to overwhelm systems. 
In 2023, we witnessed an up-step in both the 
volume and types of DDoS attacks. First, there 
was the emergence of “hyper-volumetric 
attacks”, where hacktivists deployed up to 
tens of thousands of virtual machines to deliver 
malicious traffic. Second, there were reports of 
highly sophisticated DDoS attacks where the 

DDoS attack traffic exhibited varying volume, 
computation load, and stealthiness. 
 
These new forms of DDoS attacks have led 
to a dynamic cat-and-mouse game, where 
hacktivists deploy more impactful and sharper 
attacks to bypass defences, and defenders 
react and try  to enhance their anti-DDoS 
defences. Throughout 2023, hacktivists 
employed such sophisticated DDoS attacks 
to target an array of organisations. One 
notable victim was Microsoft, which came 
under DDoS attack in June 2023 by the pro-
Russian hacktivist group Anonymous Sudan. 
Anonymous Sudan deployed streams of high-
volume DDoS traffic containing multiple types 
of application layer data packets, causing 
outages to the widely used Azure, Outlook, and 
OneDrive services.

Improved coordination
Hacktivist groups’ operational methods are 
increasingly sophisticated as well. No longer 
confined to dark web hideouts or obscure 
Internet Relay Chat (IRC) channels used in the 
2000s, many hacktivist groups now operate 
openly on platforms such as Telegram. 
These platforms facilitate increased sharing 
of malware and tools among the hacktivist 
community, and even allow hacking services 

Hacktivism Evolved: Sharper 
Tactics, Expanding Targets
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to be offered for a price. Further, the strategic 
use of social media forums for coordination 
and visibility not only amplifies their message 
but also broadens the hacktivists’ reach. A 
prominent example is Anonymous Sudan, 
which uses its Telegram channel to offer 
DDoS-for-hire services. This has allowed it to 
expand access to such services for less-skilled 
hackers, as well as publicising Anonymous 
Sudan’s exploits.
 
   

Expanding targets
With their enhanced capabilities, hacktivists 
are now targeting a significantly broader range 
of victims. They have evolved from targeting 
websites and online services, to disrupting a 
wider array of IT and OT systems, including 
industrial control systems, as seen in the 
following incidents in 2023: 

• In April, the vigilante hacker group GhostSec, 
an offshoot of the Anonymous collective, 
disabled water pump controllers, leading 
to a full day of interrupted wastewater 
treatment in Israel.

Screenshots from Anonymous Sudan’s Telegram group showing (left) its DDoS-for-hire services, and 
(right) the broadcast of their successful disruption of the ChatGPT service in November 2023.

• In December, Predatory Sparrow, a pro-
Israeli hacktivist group, disrupted more 
than 2,000 pump systems at petrol stations 
in Iran.

• In December, the pro-Iranian hacktivist 
group Cyber Aveng3rs hacked into the 
power supply of an Irish water utility plant, 
causing an outage that disrupted water 
supply for two days. 

 
This escalation represents a considerable risk, 
as attacks on such targets can have cyber-
physical consequences – even to the extent 
of threatening the safety of lives, property, 
and livelihoods. Indeed, major organisations 
increasingly recognise hacktivists as a 
genuine and credible threat, necessitating 
more resources and operational responses to 
mitigate this risk.

Looking ahead
As conflicts and geopolitical tensions persist, 
cybersecurity researchers have predicted 
that hacktivism will continue to evolve as 
a formidable force, with attacks becoming 
better coordinated, more impactful, and 
increasing in frequency. While hacktivism 
may not be decisive as a force multiplier in a 
conflict, the ‘friction’ it causes will continue 
to sap the resources and attention of targets 
in responding to these attacks. At the same 
time, the unpredictable nature of hacktivists 
means that the risk of collateral damage and 
unintended consequences will continue to 
grow as well.

Hacktivist attacks are largely opportunistic, 
often targeting common vulnerabilities 
or weaknesses. In response to the surge 
in hacktivism, organisations should take 
steps to enhance their cyber hygiene and 
ensure that baseline security controls 
are put in place. This includes installing 
anti-virus software, and protecting 
internet-connected assets with firewalls. 
Organisations should also reduce its 
attack surface by disabling unnecessary 
services and features, reviewing the 
account inventory list regularly to remove 
unnecessary and/or unused accounts, and 
applying security patches and updates.

   IMPLICATIONS

Having a comprehensive incident 
response plan ready to activate in the 
event of a cyber-attack is crucial. This 
plan should have clear guidelines, roles, 
and responsibilities documented to ensure 
that all security incidents are responded to 
and addressed in a timely and appropriate 
manner. Organisations should also include 
cybersecurity in their business continuity 
plans – which includes the plausible 
scenarios such as DDoS attacks and data 
breaches – to resume business operations 
in the event of a disruption.
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2. According to a survey by Resume Builder in February 2023, 49% of companies surveyed were using ChatGPT for various uses such as coding, 
creating content, or summarising documents and meetings. A further 30% of companies surveyed intended to use it in future.

3. According to a 2023 Global Trends in AI Report by S&P Global that was published in August 2023, 69% of surveyed organisations reported having 
at least one AI project in production, while 28% have implemented AI and reached enterprise scale. 

AI technology generated significant interest 
worldwide in 2023. For the first time, 
mainstream users were exposed to AI tools 
– and their fast-growing suite of capabilities 
– as tech firms rushed to outdo one another 
in developing ever-more intuitive systems. AI 
adoption rates amongst individuals reached 
unprecedented levels in 2023, with ChatGPT 
reaching 100 million monthly active users in 
two months since its release in December 
2022, making it the fastest growing consumer 
application in history. Organisations also 
scrambled to integrate existing ChatGPT-like 
tools2 or implement AI models into their business 
processes, with nearly 70% of organisations 
surveyed by S&P Global reportedly having at 
least one AI project in production.3 

Cyber threat actors were also busy exploring 
and leveraging AI for malicious ends. The 
discovery of WormGPT on 13 July 2023 is 
a case in point. WormGPT, a Gen AI tool that 
was sold in underground forums to around 
200 customers, was developed to circumvent 
ChatGPT’s guardrails, such as prohibition 
against the generation of phishing emails or 
writing malware code. While the Telegram 
channel for WormGPT has since been closed, 
malicious Gen AI tools have continued to 
emerge. One example is FraudGPT, which was 
touted as a tool “for learning how to hack, write 

4. Identity Fraud Report 2024, Onfido, 15 November 2023.
5. Threat Intelligence Report 2024, iProov, 4 February 2024.

malware and malicious code, create phishing 
content, and find vulnerabilities”. FraudGPT 
has reportedly been sold more than 3,000 
times since its discovery on 25 July 2023. The 
emergence of such tools undeniably raised 
concerns that Gen AI could lower the barrier 
for malicious actors to conduct cyber-attacks, 
scams, and misinformation/disinformation.

According to cybersecurity vendors, threat 
actors are swiftly adopting Gen AI technology 
to enhance various aspects of cyber-attacks, 
increasing the speed, scale, and sophistication 
of existing techniques. At the same time, 
scammers have been busy finding ways to 
utilise the capabilities of Gen AI for their 
schemes. The following are various ways in 
which malicious actors are exploiting Gen AI, 
as reported by researchers.

Deepfake scams and  
biometric authentication bypass
One tactic that scammers have been using 
(since at least 2019) is the use of deepfake 
media to augment phishing or business email 
compromise (BEC) for scams. Back then, 
an employee was taken in after receiving 
a deepfake call mimicking the voice of the 
company’s CEO, resulting in the employee 
transferring US$243,000 to the scammers. 
Since then, scammers have continued to 
introduce increasingly sophisticated cons 
with the use of deepfakes, aided by the 
improved speed and rendering capability of the 
technology. In 2021, scammers incorporated 
the use of deepfake audio to follow up on their 
forged email messages to convince an employee 
to transfer US$35 million to the company’s 
“Director”. In 2024, an employee of an MNC 
was duped into transferring more than US$25 
million to scammers after attending a real-time 
AI-generated deepfake video conference with 
the scammers.

Scammers also leveraged deepfake technology 
to carry out biometric authentication for 
fraudulent purposes. Biometric authentication 
is a layer of security protection implemented 
by companies to verify a user’s identity by 
using unique physical characteristics, such 
as facial recognition. While it is still one of the 
most secure authentication methods, the spike 
in attempts to bypass biometric authentication 
by using deepfakes is a worrying development. 

Identity verification firm Onfido detected a 
3,000% increase in deepfake fraud attempts 
in 2023, mainly due to increasing accessibility 
of the technology (such as face swap apps) 
that are making spoofed identities easier and 
highly scalable.4 Biometric solutions vendor 
iProov likewise emphasised the growing threat, 
having detected a 704% increase from 1H2023 
to 2H2023 in “face swap” deepfake injection 
attacks to bypass remote identity verification.5 
The deepfake videos were most commonly 
combined with digital injection attacks – 
which use a virtual camera feed – to replace 
the webcam that would normally be used to 
display one’s face for verification. Attempts to 
weaponise deepfake technology for scams or 
fraud will continue to grow, given the widespread 
accessibility of tools to create highly convincing 
deepfakes at a relatively low cost. 

Enhancing the productivity  
of malicious actors 

Malicious actors also leveraged AI to enhance 
their productivity, which included researching 
their targets and troubleshooting code. There 
are a number of ways this is happening:

Threat GPT: Weaponising 
Artificial Intelligence for 
Cyber-Attacks

Rapid adoption of Generative 
Artificial Intelligence technology 
for malicious purposes

The many (growing) malicious uses of Gen AI
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6. Staying ahead of threat actors in the age of AI, Microsoft, 14 February 2024.
7. 2024 Global Threat Report, CrowdStrike, 21 February 2024.
8. Hi-Tech Crime Trends Report 2023/2024, Group-IB, 28 February 2024.

9. BlackMamba: AI-synthesized, polymorphic keylogger with on-the-fly program modification, HYAS, 31 July 2023.
10. Here Comes the AI Worms, WIRED, 1 March 2024.
11. https://www.csa.gov.sg/alerts-advisories/Advisories/2024/ad-2024-006

Research
Since ChatGPT was launched in late 2022, 
cybersecurity firms have reported hackers 
using the AI tool to recall known disclosures 
about various software, thus enabling them 
to develop means of exploiting vulnerabilities 
in a victim’s environment. Companies such as 
Microsoft6 disclosed that malicious actors were 
using AI to research specific technical protocols 
and parameters for military-related equipment 
(e.g. satellites and radars). Of greatest concern 
though, is how AI can be used for generative 
profiling during the reconnaissance stage. 
Threat actors can use AI to scrape social media 
profiles and public websites for personally 
identifiable information, thereby increasing the 
speed and scale of highly personalised social 
engineering attacks.

Vulnerability discovery and password cracking
AI can also be used to discover vulnerabilities 
such as software bugs through automated fuzz 
testing (“fuzzing”). Fuzzing is a testing technique 
that is widely used to detect vulnerabilities in 
software. Cybersecurity researchers found 
that Large Language Models (LLMs) can 
facilitate both software testers and malicious 
actors alike to achieve higher throughput than 
existing, language-specific fuzzers, and help 
to autonomously discover multiple previously 
unknown software bugs. For password cracking, 
malicious tools such as PassGAN (which is a 
password generation tool) were discovered to 
be capable of cracking over half of the common 
passwords under 60 seconds. AI can also be 
used in brute force attacks to automate and 
quickly cycle through an immense number of 
password combinations, thereby increasing the 
speed of cracking a password. 

Troubleshooting and debugging
One aspect of ChatGPT that the cybersecurity 
community has warned about since launch was 
the programme’s ability to proofread and debug 
computer code – for legitimate purposes 
or otherwise. Malicious actors have gone 
beyond using Gen AI to pick out their coding 

errors; cybersecurity companies have now 
observed AI being used to troubleshoot certain 
processes once malicious actors gained access 
into the systems. For example, CrowdStrike 
highlighted that a PowerShell script used by 
a cybercriminal group to download users’ 
immutable IDs resembled LLM outputs such 
as those from ChatGPT and Meta’s Llama LLM.7 

A growing AI-powered malicious  
‘service industry’ 
The malicious potential of AI has been 
compounded by an explosion of AI-powered 
tools available in underground forums.  
Cybercriminals are peddling fake social media 
accounts and content generated by AI, as well 
as AI services to fully automate the maintenance 
of these accounts. Developers have also sold 
impersonation services that employ deepfake 
voices, and AI-generated spam that can bypass 
anti-spam and anti-phishing controls of popular 
webmail services. According to cybersecurity 
vendor Group-IB, which carried out in-depth 
observations of underground forums, the top 
five most in-demand AI features amongst 
threat actors included: (i) technical consultation, 
(ii) text/media generation for scams, (iii) 
intelligence gathering and reconnaissance, (iv) 
ability to remain anonymous, and (v) deepfakes/
impersonation.8  While this ‘industry’ is still 
presently nascent, it represents a very real 
threat, given its potential to put malicious AI tools 
in the hands of any would-be cybercriminal.

A developing and  
severe threat
The weaponisation of AI for cyber-attacks is a 
developing and severe threat. Well-resourced 
threat actors, such as APTs or organised 
cybercriminal groups which possess higher 
capabilities to acquire, experiment, and adapt 
the technology, will likely harness AI’s potential 
to generate malware or enhance their cyber 
operations. AI also lowers the barrier for less 
skilled and opportunistic threat actors, such as 

novice cybercriminals and hacktivists, to carry 
out more sophisticated attacks. 

At present, good cyber hygiene practices, such 
as ensuring the principle of least privilege, 
user input validation, and using multifactor 
authentication, can still help mitigate the 
threat of AI-powered cyber-attacks to a 
large extent. However, the threat is evolving 
rapidly. Researchers showed in February 
2024 that LLMs could find vulnerabilities in 
websites autonomously. In another proof-of-
concept, LLMs were found to understand how 
to exploit vulnerabilities, by simply ingesting 
relevant technical advisories. Researchers also 
demonstrated the exponential power of AI to 
perform novel cyber-attacks that could inflict 
widespread harm. For instance, LLMs were 

found to be able to craft polymorphic malware 
capable of modifying its own code when it 
runs.9 Gen AI was also capable of creating 
worms that could spread from one system to 
another, potentially stealing data or deploying 
malware in the process.10  

Hence, Singapore is taking active measures 
to keep pace with the threat. For example, 
Singapore has launched a S$20 million 
initiative to develop tools to detect deepfakes 
and misinformation. Singapore also continues 
to participate actively on the international 
front (e.g. ASEAN Digital Ministers Meeting 
in February 2024) to work closely with like-
minded partners to better understand and 
respond to cyber threats fueled by AI. 

Threat actors have weaponised AI to 
accelerate and scale up their malicious 
operations. The threat of AI-enabled 
attacks will only intensify as the technology 
improves, and it remains to be seen how 
threat actors will further exploit such 
technology for cyber-attacks on the horizon, 
which we will elaborate in Chapter 5.

Conventional cyber hygiene measures 
remain largely relevant at mitigating 
the AI-enabled threats at present, and 
individuals and companies should continue 
to adopt these measures. For example, 
users should continue implementing tight 
access controls to their accounts [e.g. 
using strong passwords and multifactor 
authentication (MFA)], regularly updating 
software and patching vulnerabilities, and 
educating employees on how to recognise 
and handle cybersecurity threats. 

As threat actors swiftly adopt Gen AI to 
enhance various aspects of cyber-attacks, 

   IMPLICATIONS

individuals and organisations can learn how 
to detect and respond to malicious uses of 
Gen AI to better protect themselves. For 
example, on the threat of deepfake scams, 
individuals and companies can discern if 
a multimedia is a deepfake by using the 
‘3A’ approach: (i) Assess the message, 
(ii) Analyse audio-visual elements, and 
(iii) Authenticate content using tools. (For 
more information, please refer to the CSA 
advisory published in March 2024 on how 
to better detect and respond to AI-enabled 
deepfake scams.11)  

Singapore is monitoring the trajectory 
of AI-enabled threats closely, and will 
continue to work with partners on collective 
efforts to counter the threat as it evolves. 
Efforts such as Singapore’s approach to 
addressing AI risks, staying ahead of AI-
enabled threats, and opportunities for 
cyber-defenders are elaborated upon in 
detail in later chapters.
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AI for Cyber Defence:  
A Case Study Approach

PERSPECTIVES FROM THE 
CYBERSECURITY INDUSTRY

The growing complexity of the 
cybersecurity problem
Cybersecurity feeds on data; in order for 
cyber tools to work, they must have access 
to data about our systems. Previously, the key 
challenge was a lack of data and insufficient 
logs, and the policy response was to increase 
the collection and storage of logs. However, 
this created a new problem – too much data! 
As our technology stacks grew, supply chains 
expanded, the number of connected devices 
ballooned, and we collected more data than 
necessary. Traditional cyber tools use a 
rule-based approach to store, analyse, and 
interpret this data, which is both expensive 
and unscalable. At the same time, attackers 
are leaving behind less data for these rules to 
detect. With more sophisticated attacks and 
zero-day exploits, there are fewer indicators 
of an attack to detect using these rules, 
which is worrisome for defenders. These 
twin problems suggest a need for a different, 
perhaps complementary, AI-driven approach 
to cybersecurity. 

The argument for using AI: finding 
needles and haystacks
AI, in its simplest form, is just complex 
statistics – processing large amounts of 
data in a novel and efficient way to generate 
insights, write poetry, or create deepfakes. AI 
is perfect at dealing with large data, and with 
modern machine learning techniques, it can 
be taught (either by humans or unsupervised) 
to identify anomalies (unusual singular data 
spikes or “needles”) and to cluster related data 
points (to visualise these using graph-distance 
techniques into different “haystacks”). These 
two skills prove most useful in cybersecurity, 
to address the basic question: how can a cyber 
defender identify a few malicious signals amidst 
voluminous and noisy data, ideally before an 
attack succeeds? 

Philosophically, Ensign’s approach is to 
“assume breached”, which means that we 
emphasise on detecting potential malicious 
activity inside the network, not just at the 
outer perimeter. This has led our researchers to 
develop various novel AI-enabled approaches 
(supported by either patents or peer-reviewed 
research papers), which double as case studies 
to demonstrate that an AI-enabled approach 
for cybersecurity is the way forward.

Even if an attacker is able to get into your 
network, they need to somehow get data out. 
This requires them to communicate from a 
compromised system to an unknown external 
system. Such behaviour would be easy to 
detect, except that end users regularly visit 
and send data to all sorts of external systems 
when they visit websites, use apps, and so 
on. Attackers also mask the true destination 
by embedding code in their malware that 
generates fake domains to add more noise, 
making the real destination even harder to find. 

Ensign has developed a self-learning AI system 
that analyses huge amounts of Domain Name 
Server (DNS) traffic to look for characteristics 
that could indicate that it might be malicious. 
In September 2023, this algorithm running in 
Ensign’s Managed Security Services (MSS) 
flagged up a burst of calls from a client’s 
endpoint to three domains, which were not on 
any blacklist or threat intelligence database. The 
AI assessed that it was statistically probable 
that this burst of calls was malicious and 
showed Domain Generation Algorithm (DGA) 
behaviour, partly because of their semantic 
composition. This isolated burst was identified 
in a client environment that had thousands 
of endpoints across multiple continents and 
countries, and was running a huge array of 
(rule-based) modern cybersecurity solutions 
already. Follow-up investigations revealed that 
a machine linked to the organisation’s guest 
Wi-Fi network was indeed compromised.

In a second, unrelated case for a global 
multinational corporation (MNC) in January 
2024, Ensign’s MSS detected another 
DGA incident. The algorithm identified five 
domains. Once again, the self-learning AI 
system observed a pattern in the way the 
domains appeared. Investigations with the 
client revealed certain misconfigurations and 
vulnerabilities at one endpoint. After hardening 
the affected endpoint, the suspicious queries 
ceased immediately.

Finally, Ensign’s researchers have developed 
AI techniques to analyse email metadata (i.e. 
without looking at the email content) to assess 
when something anomalous and possibly 
malicious was underway. For example, if an 
individual’s work routine was to log off at 6pm 
daily, and one night this individual suddenly 
logs in at 2am and sends out a huge file to a 
person he/she had no previous contact with, 
then that should be immediately flagged as 
suspicious. However, defenders cannot simply 
set a general rule to prevent this, because some 
night shift workers may have a legitimate need 
to perform such an action. Ensign’s AI model 
was able to self-learn each individual’s patterns 
and raise emails that seemed malicious (without 
looking at the content), for which investigations 
confirmed these to be true positives. Again, 
this client also had a vast array of traditional 
cyber tools running that did not detect this.

There are two important insights here: (i) AI-
powered cyber analytics are critical in dealing 
with voluminous logs, especially if there are 
no “rules” available to identify what malicious 
behaviour might look like, and (ii) the analytics are 
able to go beyond threat detection and identify 
potential misconfigurations or vulnerabilities 
within the environment. Defenders should 
seriously consider whether their current suite 
of cyber tools is sufficient to deal with the twin 
challenges of huge data and sophisticated 
attacker behaviour, or whether they need to 
infuse AI-powered solutions into their arsenal.12. Mr Gaurav Keerthi is Head of Advisory and Emerging Business, and Mr Lee Joon Sern is Senior Director (Machine Learning & Cloud Research) 

of Ensign Labs, Ensign InfoSecurity.

By Mr Gaurav Keerthi and Mr Lee Joon Sern,12 Ensign InfoSecurity

   CASE STUDY       Identifying Anomalous Behaviour
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Finally, Ensign’s researchers recognised early 
on the risk that deepfake videos would pose, 
and started researching how attackers might 
use this technology. This research endeavour 
was catalysed by a real deepfake scam 
case, which involved a staff member from a 
financial institution joining a video call with 
his Chief Financial Officer and colleagues (all 
of whom were actually deepfakes) and was 
deceived into authorising a large payment to 
the scammer. Ensign had already developed 
the techniques to analyse offline video files for 
signs of manipulation, but this challenge was 

Gen AI is the latest buzzword, and while it is 
a productivity blessing for office workers, 
it can also help cyber defenders be more 
efficient. Traditionally, defenders needed to 
learn specialised query languages or tools in 
order to derive insights from the data that their 
tool has ingested. Ensign replaced much of 
this with Gen AI, so defenders can ask natural 

language questions, and the model translates 
the question into a semantically-accurate 
search query for the tool. Our hypothesis for 
this ongoing case study is that it will reduce the 
learning curve for defenders, and allow them 
to ask more complicated questions without 
having to worry about whether their personal 
querying skills can match up.

   CASE STUDY       Using Gen AI

   CASE STUDY       Identifying Deepfakes

more formidable: to do real-time detection of 
deepfakes during live video calls. The solution 
required the use of AI to detect AI, by looking 
at each frame and determining whether the 
individual pixels were likely to have been 
manipulated. While scammers may try to use 
AI during video calls to trick people, defenders 
can also use AI tools to detect the probability 
that the image has been manipulated. In the 
screenshots below, the image on the left is the 
real person, while the image on the right is the 
deepfaked version that was flagged by the AI 
system.

REAL FAKE

Conclusion
The challenges that cyber defenders face 
will continue to get more complicated and 
complex. Using AI as part of the arsenal of tools 
is a strategic way to rebalance the equation and 

to reduce the chances of a successful attack 
against our systems. Defenders who are slower 
to adopt AI-powered cyber solutions may end 
up being the easier targets for future attackers.

AI vs. Cybercrime:  
Strategies for a Safer Digital World

PERSPECTIVES FROM 
ACADEMIA

It was a regular day in the office. Through a 
video call, the Chief Financial Officer instructed 
a secret transaction to be carried out. Shortly 
after, HK$200 million (approximately S$34 
million) was transferred from the business 
account to five Hong Kong bank accounts. 

One week later, it was discovered that the Chief 
Financial Officer and other company attendees 
were deepfake recreations, and that malicious 
actors impersonated the attendees using AI.

This was what happened to British engineering 
company Arup in February 2024. When the 
news broke, there were questions. Did the 
employee not realise it was a deepfake call? 

By Ms Helena Yixin Huang,13 RSIS

13. Ms Helena Yixin Huang is an Associate Research Fellow in the Executive Deputy Chairman’s Office at the S. Rajaratnam School of International 
Studies (RSIS), Nanyang Technological University (NTU).

How did the malicious actors know who to 
deepfake? Did the attendees all sound the 
way they were supposed to? How can such 
situations be avoided?

While it might sound appalling to have an entire 
video call with multiple deepfakes, scenarios 
where generative AI is exploited for acts of 
cybercrime should no longer surprise us as 
much as they used to.

Deepfakes, AI-enhanced phishing, and AI-
generated malware are just a few examples 
from the inexhaustible list of how malicious 
actors can leverage advanced technologies to 
perpetrate crimes.
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Using AI to fight cybercrime
AI can be a game-changer in the cybercrime 
landscape. Through machine learning and 
algorithms, AI can be trained to detect 
deepfakes, phishing emails, and suspicious 
activities.

AI can detect deepfakes through machine 
learning algorithms that identify subtle 
inconsistencies in videos and images. Unnatural 
facial movements, lighting discrepancies, and 
irregularities in eye reflections are signs that AI 
can quickly pick up to identify deepfakes. AI-
powered facial recognition can also compare 
biometric data from videos or images to known 
genuine data, detecting mismatches that 
suggest manipulation. 

Using Natural Language Processing, AI can 
detect phishing by analysing email content, 
sender information and user behaviour to 
identify suspicious elements. It can also monitor 
user behaviour to detect anomalies, including 
unusual login locations or times, which may 
indicate the possibility of a phishing attempt. AI 
algorithms can also evaluate URLs in emails to 
detect harmful content by assessing the URL 
structure and comparing them against known 
phishing links. 

AI’s behavioural analysis abilities can monitor 
the behaviour of programs and files to detect 
suspicious activity, such as unusual file 
modifications, network activity, and resource 
usage. By scanning binaries for known 
malicious code segments, AI can also analyse 
software codes to identify patterns and 
signatures indicative of malware.

AI can be used to fight cybercrime but there 
are many challenges. One challenge is false 
positives, which happen when a legitimate 
activity is identified as malicious. An AI system 
that is too sensitive and identifies too many 
false positives will cause the organisation to 
waste resources and delay in responding to true 
positives. Another challenge is false negatives, 
which arises when the AI system is too specific 
and misses actual security breaches. These 
are challenges for any organisation considering 
the use of AI, but they can be surmounted.

How Danske Bank incorporated AI into their 
processes could be used as a case study. The 
balance was not achieved when they were 
using human-written rules engines to identify 
potential cases of financial fraud, resulting 
in a low number of true positives and a high 
number of false positives. Up to 99.5% of 

cases investigated by the bank were not fraud-
related, resulting in a misallocation of human 
resources. Working with Teradata Corporation, 
which assisted Danske Bank with a modern 
enterprise analytic solution leveraging AI, 
the bank was subsequently able to reduce 
false positives by 60% while increasing true 
positives by 50%.

This case study showed that it is possible to 
attain an optimal balance. While organisations 
need to determine their operationally optimal 
balance, it requires continuous fine-tuning and 
validation of AI models with new data, including 
integrating user feedback to correct errors and 
applying advanced algorithms to get there.

Another potential challenge is the 
cybersecurity arms race. As law enforcement 
trains their AI systems, cybercriminals can also 
actively develop methods to evade and fool AI 
detection systems. This can result in a fast-
paced, resource-intensive arms race in which 
AI systems constantly adapt, which is unlikely 
to be sustainable for many organisations. 

What’s next?
If this is the current state of being, what’s 
next for law enforcement, cybersecurity 
professionals, cybersecurity agencies, and 
members of the public?
 
Professionals fighting cybercrime must 
continuously engage in capacity building with 
relevant domestic and international agencies 
and counterparts. Continuous learning 
and regular cyber-attack simulations are 
essential to stay updated with cybersecurity 
methodologies. 

Increasing public awareness through 
educational campaigns, workshops, and 
roadshows on cybersecurity best practices can 
raise awareness among members of the public 
on common cyber threats such as deepfakes, 
phishing, and malware. In addition, the public 
can be encouraged to report suspicious 
activities through user-friendly platforms. 
Through these reports, valuable data can 
be generated for future AI training to detect 
and prevent cybercrime more effectively and 
accurately.

Organisations need to develop more thorough 
processes for identification and approvals, 
particularly for transactions involving large 
quantities of money or data. Arup, for one, 
might have benefited from implementing 
more robust internal processes beyond a 
mere video call and a ‘secret transaction’ 
justification to authorise such vast amounts 
of money transfers. Implementing multi-factor 
authentication, requiring multiple approvals for 
large transactions, and establishing stringent 
verification protocols can prevent such 
incidents.

Law enforcement and cybersecurity 
professionals must constantly invest in and 
deploy advanced tools and technologies to 
stay ahead of cybercriminals. AI-driven threat 
intelligence platforms, machine learning 
algorithms, and automated detection systems 
are essential to enhance threat detection 
capabilities. These technologies will help 
process and analyse large volumes of data 
in real time as well as identify patterns and 
potential cyber threats and crimes more 
effectively.
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CYBERSECURITY 
SITUATION IN 
SINGAPORE
 
In this chapter, we look at the key trends and 
observations related to major malicious cyber 
activities within Singapore’s cyberspace in 
2023. While there has been a broad improvement 
across the various indicators as compared 
to 2022, absolute numbers remain high, and 
continue to be a cause for concern. Threat actors 
may also be shifting their tactics to prioritise 
quality over quantity in their attacks, a trend 
which was observed from the phishing attempts 
reported to CSA. This chapter also features an 
in-depth look at two key developments in 2023: 
the phenomenon of malware-enabled scams, 
and findings from CSA’s Cybersecurity Public 
Awareness Survey 2022.
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Overview of Cyber Threats 
Observed in Singapore in 2023

• While AI may have enabled threat 
actors to improve their use of English 
in phishing emails, there are other tell-
tale signs to look out for. Avoid falling 
prey by watching out for mismatched 
and misleading information (e.g. 
senders’ email addresses that 
masquerade as legitimate ones). Be 
wary of urgent or threatening language 
in emails, promises of attractive 
rewards, or suspicious attachments. 
Do not click on suspicious URL links, 
and never disclose your personal or 
banking credentials to anyone.

• If the phishing link has already been 
clicked, run a full system scan using 
anti-virus software. Report the phishing 
attempt to SingCERT, as well as the 
organisation that was spoofed (if any).

Phishing Attempts: 
4,100 cases

Ransomware Incidents:
132 cases

KEY TRENDS 

• Around 4,100 phishing 
attempts were reported 
to the Singapore Cyber 
Emergency Response 
Team (SingCERT) in 2023, 
less than half of what 
was reported in 2022. 
Notwithstanding the decline, 
the number of phishing 
attempts was still about 30% 
higher than that in 2021. 

• Most spoofed industries: 
Banking & Financial Services, 
Government, and Technology.

INSIGHTS & IMPLICATIONS

• Globally, phishing cases 
have continued to rise. 
Phishing remains as one 
of the most popular initial 
access vectors used by 
threat actors. Researchers 
have also reported on 
threat actors leveraging 
AI chatbots to improve the 
quality of their phishing 
emails.  This means that 
being able to spot bad 
grammar or typo errors – 
which are traditional tell-
tale signs of phishing – may 
no longer be sufficient.

TIPS TO BE CYBER SAFE

• Organisations can visit the 
Ransomware Portal launched 
by the Singapore Police Force, 
in collaboration with CSA, for 
ransomware-related resources. These 
include aid for ransomware victims, 
advisories, as well as prevention 
measures that organisations can 
adopt to avoid falling victim.

KEY TRENDS

• The number of ransomware 
cases in Singapore remained 
high at 132, same as the 
number of cases reported in 
2022.

• Top affected industries: 
M a n u fa c t u r i n g  a n d 
Construction.

INSIGHTS & IMPLICATIONS

• Globally, the number of 
ransomware cases hit a 
record high in 2023, with 
cybersecurity vendors 
reporting a 49% increase 
in victims worldwide as 
compared to 2022.

• Locally, the construction 
industry took over the 
retail industry as one of the 
top two industries most 
affected by ransomware. 
Cybercriminals are highly 
opportunistic, and will likely 
pivot to industries that have 
poor cyber hygiene.

TIPS TO BE CYBER SAFE

• Individuals and organisations should 
continue to practise good cyber 
hygiene to prevent their devices from 
being compromised. For individuals, 
some tips include: (a) using anti-virus 
software; (b) being more vigilant in 
spotting the signs of phishing; and 
(c) updating software as soon as 
possible. Organisations can visit 
the CSA website for cybersecurity 
toolkits that provide guidance on the 
adoption of cybersecurity measures 
for different types of organisations 
and job roles.

Infected Infrastructure:  
70,200 systems
KEY TRENDS 

• There were around 70,200 
infected systems in 
Singapore in 2023, a 14% 
decrease from what was 
observed in 2022. This 
marked a sustained decline 
in the number of local 
infected systems since 2021.

INSIGHTS & IMPLICATIONS

• While the decline points to an 
overall improvement in cyber 
hygiene levels, the absolute 
number of infected systems 
in Singapore remains high.

• Based on the dated malware 
observed in locally-hosted 
systems, a cause for concern 
is the lack of basic cyber 
hygiene amongst owners of 
the infected systems.

TIPS TO BE CYBER SAFE

• Some measures to guard against 
website defacements include: (a) 
installing web application firewalls and 
security plugins to block unauthorised 
traffic and malicious requests; and (b) 
ensuring that all software – including 
content management systems such as 
WordPress – and applications used 
are patched and up-to-date to prevent 
vulnerabilities from being exploited.

• Organisations can also use the CSA’s 
Internet Hygiene Portal to perform a 
free assessment on the security of 
their websites.

Website Defacements:  
108 websites
KEY TRENDS 

• A total of 108 Singapore 
websites were defaced 
in 2023. This marked a 
68% drop from 2022, and 
mirrored a global downtrend 
in website defacements.

INSIGHTS & IMPLICATIONS

• Globally, hacktivist groups 
are no longer limiting 
their attacks to website 
defacements. They have 
adopted a wider array 
of attacks, such as data 
breaches and DDoS attacks, 
to advance their agenda. 
This has led to the decline 
of website defacements 
globally. 

• Nonetheless, organisations 
should continue to ensure 
that their websites are 
properly configured to avoid 
being compromised, which 
may lead to reputational 
damage and financial 
losses. 

TIPS TO BE CYBER SAFE
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Around 4,100 phishing attempts were reported 
to CSA in 2023, a 52% decline from the 8,500 
cases observed in 2022.1 Notwithstanding 
the decline, the number of reported phishing 
cases remains high (approximately 30% higher 
than 2021). Furthermore, these reported cases 
likely represent the tip of the iceberg, with 
the majority of phishing attempts likely going 
unreported.

State of Singapore’s 
Cyberspace

Phishing Attempts:   
4,100 cases  |  52%         

1.  In 2022, CSA had observed a substantial twofold increase in phishing attempts. This was predominantly caused by a spike in reports involving the 
spoofing of China-based banks and financial institutions, which represented nearly 50% of all banking-related phishing attempts within 2022. 

2.  According to Vade’s annual Phisher’s Favourites report, the number of phishing emails increased by 51% to 1.76 billion, the highest amount 
on record. Separately, SlashNext’s The State of Phishing 2023 reported a 1,265% increase in malicious emails. 

Globally, cybersecurity researchers continued 
to report sharp increases in phishing.2 This was 
likely fuelled by exploitation of generative AI 
chatbots like ChatGPT, which have facilitated 
the production of phishing emails at scale. To 
make matters worse, AI-generated phishing 
emails are likely to be more authentic-looking, 
using human-like prose and containing zero or 
few spelling and grammatical errors. In view of 
these trends, individuals and organisations are 
encouraged to remain vigilant against phishing 
attempts.

There are indications that cybercriminals are 
shifting tactics to make their phishing attempts 
appear more legitimate and authentic (see 
Figure 1 for a sample phishing Short Message 
Service (SMS) and a sample phishing email 
that were reported to SingCERT). This can be 
observed from the following: 

Characteristics of reported phishing links

2022

2023

0% 50% 100%

https http unknown

URL protocols of reported phishing links

protocol decreased from 48% to 26%. This 
suggests that malicious actors may be 
increasingly adopting the use of HTTPS to 
add legitimacy and credibility to phishing 
URLs, as the encrypted HTTPS protocol 
is generally regarded as more secure than 
the unencrypted HTTP. Users are therefore 
encouraged to be vigilant about clicking on 
any suspicious links, regardless of whether 
they are served via HTTPS or HTTP.

• Top-level domains (TLD). The “.com” TLD 
was the most prevalent within phishing links 
in 2023, with more than a third of reported 
phishing attempts using .com links. On the 
other hand, the top phishing TLD of 2022 
– “.xyz” – fell to fourth place, with only 4% 
of phishing attempts reported using this 
domain. This reflects the dynamic nature 
of phishing links and campaigns, as threat 
actors continue to evolve their tactics – in 
this case, a more credible-looking TLD – to 
improve the success of their attacks.

from 
2022

• URL protocols. More than half of the 
phishing websites reported to CSA were 
served via the HTTPS protocol, a significant 
increase from 2022 when only 9% of 
reported phishing websites were served 
via HTTPS. Correspondingly, the proportion 
of phishing websites served via the HTTP 

Figure 1. Redacted phishing SMS and phishing email samples from reports to SingCERT. Notice 
that cybercriminals have tried to make the content, phishing link, and email sender appear more 
legitimate and authentic.
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Since the advent of generative AI, cybersecurity 
researchers have predicted an uptick in the 
scale and sophistication of phishing attacks. 
Some examples include AI-assisted/generated 
phishing emails that are tailored to the victim, 
and phishing emails that carry additional 
content, such as deepfake voice messages. 
Such techniques will likely increase the 
chances of targets falling for the lure. AI may 
also automate content creation and phishing 
email distribution.

CSA and our partners have been monitoring the 
local phishing landscape closely. We analysed 
the content of various unique phishing emails 

4. 40 phishing email samples (i.e. around 1% of the reported phishing attempts in 2023) were selected for the testing. Selected samples were all 
written in English and in a legible manner. To reduce selection bias, samples that contained common signs of phishing, such as spelling errors 
or poor grammar, were also included. Only the email subject and relevant content within the emails were analysed as part of the testing.

observed in 20234 using AI content detection 
tools. Amongst the samples that were 
analysed, about 13% were found to contain AI-
generated content. It should be noted that as at 
the time of writing, there are probably no tools/
solutions that can identify AI-generated emails 
with 100% certainty. Nonetheless, these tools 
– which are trained on large language models – 
can be helpful towards identifying if there were 
elements that were likely AI-written.

Figures 2 and 3 provide a comparison of 
two phishing emails that were reported to 
SingCERT, for which Figure 3 was determined 
to likely contain AI-generated content. 

Topical Focus: AI-enabled Phishing 
– A Real and Growing Threat

• URL length. The average URL length 
increased slightly from 25 characters 
in 2022 to 31 characters in 2023. This 
could be partially attributed to a drop in 
the number of shortened phishing links 
observed.3 Researchers suggest that some 
threat actors may have dropped the use of 
URL shorteners (possibly in response to 
blocking efforts by email service providers 
following the widespread abuse of these 
URL shorteners). Another possible reason 
for the decrease in phishing URL length was 
a drop in the number of short (15-character) 
gibberish phishing links (e.g. “mgfqx[.]
rtfdc[.]xyz”) observed, compared to the 
previous year. This indicates that threat 
actors may be shifting away from the use 
of fixed-format, randomly generated links, 
which could be more easily blocked by 
content filters.

Most spoofed industries
Banking and financial services remained the 
most spoofed industry in 2023, with 63% of all 
phishing attempts observed masquerading as 
organisations within the industry. Local banks 

3. Based on the list of Top 10 most abused URL shortener/redirectors (Source: https://surbl.org/tld).

DBS and OCBC accounted for more than two 
thirds of reported phishing attempts spoofing 
this industry.  

Government ranked second in the most 
spoofed industries. The most spoofed 
agencies were the Land Transport Authority 
(LTA), Singapore Police Force (SPF), and 
Immigration & Checkpoints Authority (ICA). 
Phishing attempts spoofing LTA accounted for 
around half of these cases. In particular, there 
were close to 150 reported attempts spoofing 
LTA in January 2023, corresponding with the 
publicly reported SMS phishing campaign 
involving unpaid vehicle-related bills or fines.  

Technology (including social media) was the 
third most spoofed industry in 2023, accounting 
for 6% of the overall reported phishing 
attempts. More than a third of the phishing 
attempts spoofing this industry attempted to 
masquerade as the instant messaging service 
WhatsApp. Part of these phishing attempts 
were related to the publicly reported scam 
campaign in late 2023, in which scammers 
sought to hijack WhatsApp accounts through 
fake “WhatsApp Web” phishing websites.
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Figure 3. Phishing email sample that likely contains AI-generated content (shortened for brevity). The 
similarities between Figures 2 and 3 could stem from a threat actor requesting an AI chatbot to help 
enhance the former. The ease and speed at which this can be accomplished is genuinely worrying.

Subject: I’ve hacked you and stolen your information

I regret to inform you that there has been a security breach involving your devices used for 
internet browsing. Several months ago, I gained unauthorized access to these devices and have 
been monitoring your internet activities. Recently, I successfully hacked into your email accounts, 
including your password.

Furthermore, I have installed a Trojan virus on all the devices you use to access your email. This was 
made possible because you clicked on links from your inbox emails, making it relatively easy for me 
to infiltrate your systems. Through this software, I have obtained access to various features of your 
devices, such as the microphone, video camera, and keyboard. I have also retrieved and stored your 
personal information, data, photos, and web browsing history on my servers.

During my investigation, I discovered that you frequently visit adult websites and engage in explicit 
content. I have managed to record explicit videos of you. If you doubt the authenticity of my claims, 
I can easily share these videos with your friends, colleagues, and relatives, or even make them 
publicly accessible.

I believe it is in your best interest to prevent this from happening, considering the potential 
consequences of exposing such explicit content. Therefore, I propose a solution: transfer  
$                                                , based on the exchange rate at the time of the transaction. Once the 
transfer is completed, I will promptly delete all compromising material. Following this, we shall part 
ways, and I assure you that I will deactivate and remove all harmful software from your devices.

Figure 2. Phishing email sample without AI-generated content (shortened for brevity).  Such 
“sextortion” phishing emails are not new, and were reported to be on the rise globally in 2023. There 
are multiple variations of this scam, which seek to frighten victims into paying to resolve the “problem”.

Subject: I RECORDED YOU

Hey. I have bad news for you!

03.08.2022 - On this day, I hacked your device’s operating system and got full access to your 
account. I have been watching you closely for a long time. I installed a virus on your system that 
allows me to control all your devices. The virus software gives me access to all the controllers of 
your devices. I have uploaded all your information, data, photos, browsing history to my servers.

I learned a lot about you! I thought what can I do with this data... I recently came up with an interesting 
idea: to create a video clip in which you **** in one part of the screen and watch a **** in the other, 
such videos are now at the peak of popularity!

With one click, I can send this video to all your friends via email, social networks and instant 
messengers. I can also publish access to all your emails and instant messengers that you use. 
In addition, I found a lot of interesting things that I was able to publish on the Internet and send to 
friends. If you don’t want me to do it, send me $                                                  . 

As soon as funds arrive, I will see this and immediately remove all this garbage. After that we will 
forget each other. I also promise to deactivate and remove all malware from your devices. 

  

5.  X-Force Threat Intelligence Index 2024, IBM, 21 February 2024.

Further analysis was also conducted to 
compare the two phishing emails. This allowed 
for a better understanding of how AI has 
enabled threat actors to refine the content.  The 
analysis yielded three observations:

• First, aligned with predictions of cyber-
security researchers, AI-assisted/generated 
phishing emails were grammatically 
better, and had better sentence structure  
(e.g. proper paragraphing and use of 
punctuation). 

• Second, AI-assisted/generated phishing 
emails had better flow and reasoning, 
intended to reduce logic gaps. This may 
help to enhance legitimacy, and potentially 
make the email more convincing. 

• Third, the AI-assisted/generated phishing 
email used a polite yet threatening tone 
(e.g. “I believe it is in your best interest to 
…”) as compared to the more general and 
muddled one of the human-written email. 
This served to convey the message in a 
more authoritative and compelling manner. 
Indeed, AI-assisted phishing can adapt to 
any tone, enabling them to exploit a wide 
range of emotions in victims. This makes 
them more convincing and dangerous.

Ultimately, the susceptibility of an individual to 
social engineering hinges on their psyche. The 
differences between both samples presented 
were not large, and should not fool vigilant 
individuals. Qualitatively, however, AI-assisted 
phishing represents an improvement over 
purely-human generated ones, and the ease, 
speed, and scale at which threat actors can 
now customise their phishing campaigns are 
truly concerning. Moving forward, AI models 
will continue to be fine-tuned, and further 
enhancements in the authenticity of their 
output can be expected. This is a growing 
threat with far-reaching implications, given that 
phishing represents one of the most common 
infection vectors for cybersecurity incidents.5 

The heightened threat from AI-enabled 
phishing attacks underscores the importance 
for organisations to cultivate a cybersecurity-
conscious culture. This is crucial as employees 
are the first line of defence and key to any 
organisation’s cybersecurity. Initiatives that 
organisations can consider implementing 
include regular user training and simulated 
phishing exercises, which are widely considered 
to be effective as forms of experiential 
learning. In addition, organisations should also 
implement appropriate technical solutions to 
prevent phishing-related compromises, such 
as implementing strong password policies, 
and website filtering, to block access to known 
malicious websites.

Without AI-generated content

Likely contains AI-generated content
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Ransomware Incidents:  
132 cases  |  Unchanged from 2022

6. According to Unit 42’s Leak Site Analysis report, there was a 49% increase in victims reported on ransomware leak sites in 2023.
7. These numbers likely understate the prevalence of ransomware in Singapore, as some victims may choose not to report incidents for fear of 

reputational damage.
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Number of ransomware incidents reported to CSAAmidst a global surge in ransomware cases in 
2023,6 the number of ransomware incidents 
in Singapore remained high, with a total of 132 
local ransomware incidents reported to CSA 
– the same number of cases were reported in 
2022.7

Most Affected Industries. Manufacturing 
and Construction were most affected by 
ransomware attacks in 2023, with victims from 
these two industries accounting for more than 
one third of all reported cases in Singapore. 
Some ransomware groups may prefer to 
compromise these industries given that (a) 
their level of cybersecurity may not be as 
mature; and (b) the perception that companies 
in these industries may be more susceptible 
to pressure to pay ransom, rather than to face 
costly operational disruptions and project 
delays.

Around 52% of all reported ransomware 
incidents had impacted Small-and-Medium 
Enterprises (SMEs). Due to the lack of 
resources or expertise, these companies may 
have less robust cybersecurity measures in 
place, leaving their networks more vulnerable 
to ransomware attacks.

Prevalent Groups. The top three most active 
ransomware groups observed in Singapore’s 
cyber landscape were LockBit, Cl0p and 
BianLian. These groups were also among the 
most active ransomware groups globally in 
2023, suggesting that Singapore organisations 
were not being specifically targeted by the 
ransomware groups. For instance, several 
Singapore-based victims were impacted as 
part of the global MOVEit campaign carried out 
by Cl0p (as described at Chapter 1).

Global Trends. The ransomware ecosystem 
has become more complex in 2023, as the 
continued proliferation of the Ransomware-

Figure 4. Extortion tactics used by ransomware groups, presented atop a ransomware kill chain.
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as-a-Service (RaaS) model8 has led to a 
diversification of ransomware tactics. Besides 
lowering the barrier for aspiring ransomware 
operators and leading to an increase in the 
number of attacks, RaaS affiliates are permitted 
to run their operations independently. This has 
made ransomware attacks harder to defend 
against.

Two broad trends that emerged in 2023 
include: (a) a shift towards exfiltration-only 

data extortion attacks by ransomware groups 
(i.e. without any encryption of files or systems), 
which is faster and stealthier; and (b) additional 
pressure tactics to compel their victims to pay 
the ransoms. For example, ransomware groups 
may contact and harass the clients of the victim 
organisations, or threaten to report victims to 
the authorities for their data breach, unless a 
ransom is paid (see Figure 4 for the various 
extortion tactics that ransomware groups have 
been using).

1    GAIN INITIAL ACCESS
This typically involves social 
engineering (e.g. phishing) 
or exploitation of specific 
vulnerabilities

2    CONSOLIDATE POSITION
Threat actor may proceed to:
• Establish persistence
• Escalate privileges
• Evade defences
• Access credentials
• Discover information
• Move laterally

3A  DATA EXFILTRATION
Threat actor may attempt to 
exfiltrate data, and threaten 
victims of data leak unless 
ransom is paid

3B  BACKUP/RECOVERY   
 DESTRUCTION
Threat actor may attempt to 
delete/corrupt backups to 
maximise damage

4     RANSOMWARE  
 ACTIVATION
Threat actor may encrypt 
data and/or systems, 
denying user access; this 
is followed up with ransom 
demands in exchange for 
decryption tools

5   FURTHER EXTORTION  
 TACTICS
Threat actor may explore 
further methods to increase 
pressure on victims, such as:
• Harassing the victims’ 

employees, clients, 
partners, etc.

• Threatening to cause 
service disruptions 
(e.g. DDoS), or to report 
victims to the authorities

8. RaaS is a cybercrime business model where ransomware operators develop and peddle malware, and affiliates pay to  use the malware to 
launch ransomware attacks. The criminal profits from the ransomware attacks are shared between the operators and affiliates depending on 
the group’s profit-sharing agreement.

Most active 
ransomware groups: 
1.  LockBit 
2. Cl0p
3.  BianLian
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Top three malware in 
infected C&C servers: 
1.  Cobalt Strike
2. FormBook
3. SmsThief

Top three malware in 
infected botnet drones:
1.  Nymaim
2.  Gamarue
3. Ranbyus

Infected Infrastructure:   
70,200 systems  |  14% 
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Number of infected infrastructure observed by CSAThe number of infected systems9 observed 
in Singapore continued to fall, from around 
81,500 in 2022 to 70,200 in 2023. This marks a 
sustained decline since 2021. While this points 
to an overall improvement in cyber hygiene 
levels, the absolute number of infected systems 
in Singapore remains high. What is more 
worrying is that a large number of systems 
were compromised by dated malware (which 
could have been easily detected by anti-virus 
programs) – highlighting the victims’ general 
lack of cyber hygiene.

9. This category reports on the compromised devices in Singapore that are abused by attackers for malicious purposes, such as conducting DDoS 
attacks or distributing malware. Comprising the threat actors’ Command & Control servers and “zombified” user devices (i.e. botnet drones), 
this category provides an approximate gauge of the cyber hygiene level within the local digital landscape (since infections usually occur through 
unpatched vulnerabilities and weak passwords). As a responsible member of the global community, Singapore strives to prevent the abuse of 
our digital infrastructure for malicious purposes, whether locally or abroad.

Top three malware infections on locally-hosted 
Command & Control (C&C) servers

Top three malware found on 
locally-hosted botnet drones
Nymaim, Gamarue and Ranbyus have remained 
amongst the most prevalent malware strains in 
Singapore cyberspace over the past few years. 
The prevalence of these malware strains is, 
again, indicative of poor cyber hygiene amongst 
the victims. Many of the malware strains are 
relatively dated (some were first observed 
more than a decade ago), and can be readily 
detected by anti-virus software. 

• Nymaim is a versatile first-stage 
downloader that can be used to deliver and 
run other malware on infected systems. It 
was previously used to deliver ransomware, 
but recent campaigns have used Nymaim to 
deliver banking trojans. 

In line with global trends, Cobalt Strike – a 
commercial software that is marketed for 
adversary simulation purposes but also actively 
used by a wide array of threat actors – remains 
as one of the top malware strains on locally-
hosted C&C servers. Systems that are infected 
by Cobalt Strike will become a platform for 
threat actors to deploy a ‘beacon’ to targeted 
machines, permitting threat actors to execute 
commands remotely, log keystrokes, transfer 
files, etc.

FormBook (aka Noon) is an information stealer 
targeting the Windows operating system. It 
is marketed as a Malware-as-a-Service in 
underground forums, and is known for its strong 
evasion techniques and low price (reported to 
cost US$59 per month). While not new in the 
local landscape, this is the first time FormBook 
has appeared within the top three malware 
strains infecting locally-hosted C&C servers. 
FormBook is typically distributed through 
malicious attachments in phishing emails. 

SmsThief is a trojan targeting the Android 
operating system that allows threat actors to 
manage infected mobile devices remotely. This 
includes intercepting, deleting, or sending SMS 
messages without user authorisation, which 
can be used to hide C&C messages, spread 
malware, etc. SmsThief is distributed through 
various methods including the sideloading of 
malicious Android applications. The emergence 
of SmsThief could be linked to the uptick of 
malware targeting mobile devices in Singapore. 

• Gamarue (aka Andromeda) is a worm that 
steals personal information from infected 
systems. It is typically spread through 
phishing emails and infected portable 
storage media. Despite Gamarue’s 
infrastructure being taken down by 
international efforts in 2017, Gamarue has 
continued to remain prevalent globally. 
While the botnet may no longer be as 
active as before, the continued presence 
of Gamarue should be taken seriously as 
an indication of poor security hygiene.

• Ranbyus is a banking trojan that harvests 
sensitive information from infected systems. 
It is typically delivered through phishing 
emails, or downloaded unknowingly by 
victims when visiting malicious sites.

from 
2022
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CSA detected 108 cases of website 
defacements in Singapore in 2023. This 
marked a 68% drop from 2022, continuing the 
downward trend since 2019. A downtrend in 
global website defacements was also observed, 
as hacktivist groups may be shifting to other 
methods (e.g. DDoS attacks) to advance their 
agenda.

Globally, hacktivists were driven by geopolitical 
conflicts ongoing in different parts of the 
world, such as the Russia-Ukraine and Israel-
Hamas conflicts. While a number of Singapore 
websites were defaced by hacktivists 
purporting support for various parties engaged 
in these conflicts, there was no significant 
uptick in Singapore website defacements. 

Website Defacements:    
108 websites  |  68% 

Affected Sites. CSA found that many of 
the defaced webpages were offline. Some 
could have been taken down following their 
defacements, while others might have already 
been inactive even prior to being attacked. 
Some defaced sites also appeared to be 
created for temporary purposes (e.g. new 
property launches) and may no longer be 
actively maintained. A significant number 
of defaced websites belonged to SMEs. 
These websites generally had poor cyber 
hygiene, such as running unpatched versions 
of WordPress, which allowed hacktivists to 
conduct opportunistic attacks.

The spikes in local website defacements 
observed in January and August 2023 were 
traced to hackers who conducted mass 
defacements of websites globally. Most of 
the defacements were carried out on single-
day periods, suggesting these may be mass 
exploitation of unpatched websites, using 
automated scripts. 

Number of defacements detected by CSA in 2023
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Singapore experienced a surge in malware-
enabled scams in 2023, which saw the scam 
type rising to sixth place in Singapore’s top 10 
scam types.10 The Singapore Police Force (SPF) 
stated that nearly 1,900 malware-enabled scam 
cases were reported in 2023, resulting in at 
least S$34.1 million of losses. In response, the 
Government launched a series of measures to 
protect Singaporeans, which led to the number 
of cases abating towards the end of 2023.

A brief history of  
malware-enabled scams
Malware comprises several varieties such as 
trojans, viruses, ransomware, and spyware. 
Malware can be introduced into our devices 
(including personal computers and mobile 
devices) through various attack vectors, such 
as clicking of malicious links, downloading of 
pirated software, or threat actors exploiting 
specific vulnerabilities. Of the various malware, 
banking trojans are of particular concern to 
financial institutions, given its ability to facilitate 

Spotlight on  
Malware-enabled Scams

10. The top five scam types were: (1) Job scam; (2) E-commerce scam; (3) Fake friend call scam; (4) Phishing scam; and (5) Investment scam.

banking fraud. This involves the threat actors 
performing banking transactions remotely 
without the victims’ knowledge or consent, 
which could potentially undermine public 
confidence in the integrity of digital banking.

Banking trojans have been a prominent 
cybercrime threat since the mid-2000s. It was 
traditionally targeted at personal computers 
to steal banking account credentials of 
unsuspecting victims. For instance, in 2010, 
an Eastern European cybercrime group 
reportedly used the Zeus banking trojan to 
infect personal computers and steal banking 
account log-in credentials from around 400 
individuals, resulting in at least US$70 million 
being stolen. In response to the banking 
sector’s continual efforts to improve the 
security of banking transactions, threat actors 
have enhanced the capabilities of banking 
malware and broadened their targets to 
include mobile devices, which represent a 
large and valuable attack surface for 
exploitation.

from 
2022
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Figure 5. Stages of mobile malware-enabled scams.

Baiting
Threat actors often use social engineering 
tactics to deceive victims into clicking on 
malicious links or downloading malicious 
apps to install trojans on their mobile devices. 
Such tactics are particularly effective as users 
typically display lower security vigilance 
when using mobile devices as compared to 
personal computers, e.g. they are less likely to 
install anti-virus software on mobile devices. 
Furthermore, the smaller screens of mobile 
devices could inadvertently hinder users’ ability 
to recognise deception (e.g. typosquatting, 
or deliberate misspelled names of websites). 
Threat actors may also combine various tactics 
such as brand impersonation on social media, 
fake reviews, and persuasive phone calls to 
dupe victims.

Social engineering was used to perpetuate 
majority of the mobile malware-enabled 
scams in Singapore in 2023 (see Figure 5 for 
stages of mobile malware-enabled scams). 
Scammers typically created fake profiles 
to impersonate legitimate entities and/or 
posted fake advertisements on social media 
platforms to promote certain services. After 
victims responded to the fake profiles or 
advertisements, scammers would then send 
victims a file or URL link over WhatsApp  
under the pretext of enabling payment. This 
would be accompanied with requests for 
victims to download and install an Android 
Package Kit (APK) file containing malware. 
Thereafter, scammers might instruct victims 
to make payment by “logging in” to spoofed 
websites that resembled the banks’ log-in 
sites. The malware might also grant scammers 
remote access to the victims’ devices, allowing 
scammers to obtain the banking credentials 
via keylogging. Scammers would then abuse 
these credentials to perform unauthorised 
banking transactions.

Approach
Scammers find means to 
trick or lure victims

Interception
Victims perform transactions on 
spoofed websites, through which 
scammers would be able obtain the 
victims’ credentials

Delivery
Scammers may seek to 
build trust or persuade 
victims to take the bait; 
they would then direct 
victims to download an 
APK file, typically under 
the pretext of payment

Abuse
Scammers perform 
fraudulent transactions 
to steal monies

Whole-of-Government (WOG) 
effort to combat malware-enabled 
scams
Alongside other ongoing anti-scam efforts, 
the Government, together with stakeholders 
from the private sector, introduced a series 
of measures specific to countering malware-
enabled scams. For instance, in response to 
the cases involving unauthorised withdrawals 
of Central Provident Fund (CPF) monies, 
GovTech and CPF Board introduced additional 
factors such as facial verification in Singpass 
to protect vulnerable CPF members accessing 
CPF e-services. In November 2023, CPF 
Board also introduced a default online CPF 
Daily Withdrawal Limit of S$2,000 a day for 
all CPF members aged 55 and above. Facial 
recognition and a 12-hour cooling period are 
required to increase this daily limit.

The Monetary Authority of Singapore (MAS), 
together with SPF, worked with banks to 
strengthen countermeasures, including rolling 
out upgraded versions of their banking apps 
with anti-malware measures. These include 
restricting access to banking apps if an Android 

Figure 6. Digital display panels at HDB lift lobbies.

device was detected to have sideloaded apps 
with accessibility permissions granted. In 
tandem, CSA published a Safe App Standard to 
guide app developers on security controls and 
best practices that should be in place to secure 
the transactions performed on their apps, and 
curated a list of recommended security apps 
that the public could install to secure their 
mobile devices. In addition, CSA partnered 
with Google to pilot a new enhanced protection 
feature within Google Play Protect in February 
2024. This feature analyses and automatically 
blocks the installation of apps from Internet 
sideloaded sources – browsers, messaging 
apps and file managers – that request sensitive 
permissions so as to carry out financial fraud 
and scams.
 
SPF, CSA, MoneySense (Singapore’s national 
financial education programme) and banks 
have reached out to the public through multiple 
platforms such as outreach events, social and 
print media, as well as digital display panels 
(see Figure 6) to broadcast advisories and to 
instil better cyber hygiene habits. This includes 
reminders for individuals to only download 
apps from official app stores. 

The collective effort of the public and private 
stakeholders has contributed directly to the 
decrease in malware-enabled scams towards 
the end of 2023. However, threat actors 
will continue to develop more sophisticated 
malware that may undermine existing security 
mechanisms. They may also diversify by 
targeting other apps that may not be as secure, 
such as those used for payment or trading. 
Scams will also continue to evolve, for which 
a discerning and vigilant public is essential as 
the first line of defence. Members of the public 
should continue to only download apps from 
official app stores. More information on how 
the SPF has leveraged technology to combat 
scams can be found in Chapter 3.

Continued discernment and 
vigilance are vital to combat scams



42 CYBERSECURITY SITUATION IN SINGAPORE  43

Figure 7. Respondents who fell victim to one or more cyber incidents in 2022.

CSA conducted a national Cybersecurity 
Public Awareness Survey in 2022, polling 
1,051 respondents aged 15 years and above. 
The survey aimed to better understand their 
attitudes towards cyber incidents, mobile and 
Internet of Things (IoT) security. Respondents 
were also polled on their adoption of good 
cyber hygiene practices, such as enabling two-
factor (2FA) authentication, updating software 
promptly, and installing cybersecurity apps.

Increase in perceived likelihood 
of falling victim to cyber incidents 
and online scams
The survey results – published in September 
2023 – showed that more  respondents (60%) 
believed they were likely to fall victim to cyber 
incidents as compared to the previous survey 
in 2020 (43%). More respondents in 2022 (43%) 
also believed that they might fall victim to online 
scams, compared to respondents in 2020 
(32%). Comparatively, the actual number who 

Findings and Insights From 
the Cybersecurity Public 
Awareness Survey 2022

fell victim to cyber incidents fell slightly, with 
one in three respondents (29%) indicating so 
in 2022, compared to 32% in 2020. Among the 
victims, more were younger respondents (15 to 
39 years old), with the percentage dropping to 
20% for respondents aged 55 years and above 
(see Figure 7 for comparison of victims across 
different age profiles).

Awareness of phishing 
largely unchanged
Respondents’ awareness of phishing remained 
largely unchanged, with seven in 10 in 2022 
indicating that they know what phishing is. 
When asked to identify phishing emails, seven 
in 10 respondents were able to correctly identify 
at least one (of two) phishing emails shown 
to them. However, one in four were unable to 
identify both phishing emails. When asked to 
identify phishing SMS, nine in 10 respondents 
were able to correctly identify at least one. 

15 to 24 years

25 to 39 years

40 to 54 years

55 years and above

0% 5% 10% 15% 20% 25% 30% 35% 40%

20%

31%
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Increased adoption of 2FA and 
cybersecurity solutions, but fewer 
updated software immediately
The number of respondents who enabled 
2FA in messaging accounts, personal emails 
and social media has increased from 22% 
in 2020 to 35% in 2022.  Five in 10 installed 
cybersecurity apps, an increase from four in 10 
in 2020. However, there was a slight decrease 
in respondents who accepted their mobile 
devices’ updates immediately in 2022 (27%) as 
compared to 2020 (30%). More respondents 
preferred to continue with their activities and 
accept the updates later, or to wait for reviews 
to be out before they decided whether to 
update or not.

High usage of IoT devices, but low 
awareness on how to secure them 
With the increasing ubiquity of IoT devices such 
as internet routers and smart TVs, the 2022 
awareness survey included a new segment on 
IoT security. The results showed that 84% of 
respondents owned and/or used one or more 
IoT devices. Almost half of all respondents 
(49%) expressed moderate to extreme concern 
about their devices being hacked. However, 
less than one in five respondents (17%) 
indicated that they knew how to secure IoT 
devices. Of the 84% who owned and/or used 
one or more IoT devices, half indicated that 
they used an alphanumeric password with at 
least 12 characters, while about four in 10 said 
that they changed the default password.

Overall, despite more respondents believing 
that they were likely to fall victim to cyber 
incidents and online scams, adoption of 
cybersecurity practices has  yet to catch up. 
With insights gathered from the 2022 survey, 
CSA launched its fifth National Cybersecurity 
Campaign in end-September 2023 to 
encourage the adoption of cyber tips that will 
help members of the public to stay cyber-
secure and scam-safe. More information about 
the campaign can be found in Chapter 3. 

60%
believed they 
were likely to fall 
victim to cyber 
incidents

27%
accepted 
their mobile 
devices’ updates 
immediately 

17%
indicated that they 
knew of the steps to 
secure IoT devices
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A COLLECTIVE 
RESPONSIBILITY
Amidst the evolving cyber threat landscape, 
Singapore’s Cybersecurity Strategy 2021 
outlines our approach towards becoming 
more cyber-resilient. It documents a national 
commitment towards taking a more pro-
active stance towards addressing cyber 
threats and deepening partnerships with 
industry and other stakeholders.  

The Strategy comprises three strategic 
pillars and two foundational enablers:

Strategic Pillar 1: 
Build Resilient Infrastructure
Strategic Pillar 2: 
Enable a Safer Cyberspace
Strategic Pillar 3: 
Enhance International Cyber Cooperation
 
Foundational Enabler 1: 
Develop a Vibrant Cybersecurity Ecosystem
Foundational Enabler 2: 
Grow a Robust Cyber Talent Pipeline

This chapter highlights the key initiatives 
CSA and our partners embarked on in 2023 
as part of our continued work to implement 
Strategy 2021. 
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Strategic Pillar 1:  
Build Resilient Infrastructure
Strengthen the security and resilience 
of our digital infrastructure

 
• Operational Technology (OT) comprises 

systems or devices that are used to 
monitor or control physical processes. 
Attacks on OT systems can have serious 
consequences given that many essential 
services rely on OT to function. 

Operational Technology Cybersecurity

Chief Executive of CSA and Commissioner of 
Cybersecurity, Mr David Koh, delivering the welcome 
remarks for OTCEP Forum 2023.

• CSA convened the third edition of the 
OTCEP Forum in August 2023. Since 
2021, this event has provided a platform 
for international OT experts to discuss 
emerging cyber threats, and to share best 
practices with the local and regional OT 
community.

• The 2023 edition of the Forum included 
several new features. One was the 
Capabilities Showcase, which highlighted 
innovative solutions and products by OT 
equipment manufacturers and vendors 
to safeguard the OT environment. More 
‘hands-on activities’ were also introduced, 
including a Purple Teaming workshop and 
a Capture-the-Flag competition, which 
elevated the participants’ experience and 
expertise with OT systems.  

Operational Technology Cybersecurity Expert Panel (OTCEP) Forum

Exercises and Information Sharing

Exercise Cyber Star 2023 

• Exercise Cyber Star 2023 (XCS23), a 
nationwide cyber crisis management 
exercise to improve Singapore’s crisis 
response capabilities, was conducted in 
September 2023. More than 450 participants 
performing technical, operational, and 
leadership roles, from CSA and the 11 CII 
sectors, took part in the exercise.

• Exercise participants practised and 
reviewed their crisis response and 
recovery processes in relation to a wide 
range of cyber threats. This ensured that 
Singapore’s essential systems can be 
restored as quickly as possible, should they 
be disrupted by cyber-attacks. An XCS23 participant interacting with a simulated 

substation controller.

Critical Infrastructure Defence 
Exercise (CIDeX) 2023
• CIDeX 2023 was conducted in November 

2023 to train and strengthen Whole-of-
Government cyber capabilities to detect 
and tackle cybersecurity threats to IT and 
OT networks that control the operations 
of critical infrastructure. CIDeX 2023 was 
jointly organised by Digital and Intelligence 
Service (DIS) and CSA. It complements 
Exercise Cyber Star by allowing cyber 
defenders from national agencies to 
collectively build technical expertise, and 
ensure national preparedness for cyber 
incidents and emergencies.

• Over 200 participants from DIS, CSA and 24 
national agencies took part in the exercise, 
highlighting the Whole-of-Nation efforts in 
strengthening Singapore’s digital resilience 
and enhancing our national cybersecurity 
posture.

Information sharing with Critical 
Information Infrastructure (CII) 
sectors
• Information sharing is crucial to cyber-

security, as timely information enables 
stakeholders to identify vulnerabilities and 
prevent intrusions more effectively. Towards 
this end, CSA and partners monitor the 
cyber threat landscape closely, and share 
insights for stakeholders to strengthen their 
security posture. 

• CSA issued a total of 151 advisories to CII 
sectors in 2023, alongside other intelligence 
and threat reports, to warn about pertinent 
cyber threats. One pressing topic in the past 
year was the evolving ransomware threat, 
which saw cybercriminals compromise a 
wide range of organisations globally across 
diverse industries. This resulted in the 
disruption of operations and compromise 
of sensitive data, which caused significant 
financial and reputational damage to the 
victims.
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Ask the Security Operations  
Centre (SOC) Analyst: 

Ms Lim Sui Xin has over six years 
of cybersecurity experience 
as a national SOC analyst. She 
plays a crucial role safeguarding 
S ingapore’s  cyberspace by 
monitoring and analysing the cyber 
threat landscape to detect threats 
for early mitigation.  
 

Ms Lim Sui Xin, National Cyber Threat Monitoring Centre, CSA 

  What does your job entail? 
As a Senior Consultant at CSA’s National Cyber 
Threat Monitoring Centre (NCTMC), I conduct 
triaging and threat analysis efforts to forewarn 
stakeholders of emerging cyber threats. When 
cyber threats are assessed to have potential 
impact on Singapore, we will also work with 
other public agencies to gain deeper insights 
into these threats. This will facilitate the 
production of actionable guidance and reports 
to apprise stakeholders and enable better 
decision making. 
 

  What is the most prevalent cyber 
threat facing organisations that you 
have observed? 
From my experience at CSA, the most 
prevalent cyber threat facing organisations 
globally is ransomware. Ransomware has 
been particularly disruptive and bears serious 
implications for organisations across all 
sectors. The ransomware threat landscape is 
also vast and ever evolving, posing significant 
challenges to both private and public entities 
working to maintain their cybersecurity 
posture. 

  What were the major ransomware 
trends observed in 2023? 
There were several key ransomware 
developments observed in 2023. There was 
a noticeable increase in supply chain attacks1 
affecting CII sectors, with the healthcare 
sector and port operations being notably 
impacted. Additionally, ransomware groups 
have been targeting widely used products 
by exploiting vulnerabilities such as the 
zero-day vulnerability for MOVEit Transfer 
software and Citrix Bleed. Development of 
ransomware strains specifically targeting 
macOS - which was previously less targeted - 

was also observed. Furthermore, the extortion 
techniques used by ransomware groups have 
been evolving, highlighting the dynamic nature 
of the threat landscape. 
 

   What is CSA’s approach against 
the ransomware threat? 

CSA takes a proactive and comprehensive 
approach to combat ransomware. A cross-
agency Counter-Ransomware Task Force 
(CRTF), chaired by CSA, was established 
in 2022 to strengthen our national counter-
ransomware efforts. The CRTF report serves 
as a blueprint for Singapore’s counter-
ransomware efforts in the longer term. It 
covers various pillars of action, including 
strengthening organisations’ defences, 
and disrupting the ransomware business 
model. Internationally, as part of the Counter 
Ransomware Initiative where Singapore co-
chairs the policy pillar alongside the UK, we 
are at the forefront of international efforts to 
denounce ransomware and discourage the 
payment of ransoms.  

 Can you describe your duties 
specific to the ransomware threat? 

As part of our operational routine, NCTMC 
monitors emerging threats in the ransomware 
landscape and provides stakeholders with 
actionable intelligence. We seek to tailor our 
intelligence for stakeholders, including through 
specialised quarterly ransomware reports. 
These reports serve to educate stakeholders 
on the latest ransomware attack behaviours, 
and the necessary steps to proactively address 
and mitigate associated risks. Through these 
initiatives, we aim to empower organisations 
to continuously enhance their cyber defences 
and remain vigilant against the ransomware 
threat. 

1. Supply chain attacks refer to a type of cyber-attack where threat actors exploit weak links in the software or hardware supply chain, and make 
use of the trusted connection between the supply chain and the customer to bypass the customer’s defences.
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What is the threat?
 
• Globally, the healthcare sector continues 

to see increased cyber-attacks, such as 
ransomware and Distributed Denial-of-
Service (DDoS) attacks. 

  Ransomware attacks affecting the  
 healthcare sector increased from  
 12% to 18% in 2023 worldwide. Besides  
 ransomware, exfiltration-only data  
 extortion attacks are also becoming  
 increasingly common.

  Geopolitical conflicts have spurred  
 hacktivist groups into conducting DDoS  
 attacks against healthcare institutions in  
 several countries.

SECTOR SPOTLIGHT

Strengthening the Cybersecurity and 
Resilience of the Healthcare Sector

CSA’s ongoing efforts to improve 
healthcare sector cybersecurity  

• Sharing pertinent threat information. 

• Providing incident analysis and 
recommendations, to enhance 
resiliency of network architecture 
and services.

• Working with organisations in 
the healthcare sector to develop 
appropriate measures to manage 
cybersecurity risks. 

How is the sector targeted?
• Social engineering and phishing – A key 

conduit for cybercriminals to infiltrate 
networks and deploy ransomware strains.

• Data exfiltration and extortion – 
Ransomware groups have shifted towards 
exfiltrating data without encrypting 
systems. This pure data extortion tactic 
pressures victims into paying ransoms, 
to avoid having their sensitive personal 
information leaked. 

• Triple extortion – In addition to deploying 
ransomware and exfiltrating valuable data, 
some ransomware groups have attempted 
to increase pressure on the victims 
further by blackmailing or harassing their 
employees or patients. Some ransomware 
groups have also conducted DDoS attacks 
on the victims’ websites. 

 

Why is the sector targeted?
• Target rich – The sector holds sensitive 

personal health information that is highly 
prized by cybercriminals. Further, the 
sector’s operations are highly critical, where 
even minor disruptions may potentially 
compromise patient safety and well-being. 
Hence, cybercriminals believe this makes 
healthcare sector targets more likely to pay 
ransoms.  

• Growing lack of reservation in attacking 
the sector – Some ransomware groups 
have, in the past, hesitated to target hospitals 
given the threat to human lives. They also 
believe this might potentially cross certain 
red-lines that would trigger government 
intervention. However, ransomware groups 
are increasingly showing no qualms about 
going after health systems. Some groups 
might also limit their malicious activity to 
data exfiltration only without encrypting 
the systems, to avoid disrupting critical life 
preserving systems.

• Increasing attack surface – The healthcare 
sector is undergoing rapid digitalisation. The 
adoption of new systems or technologies, 
such as electronic health records and 
connected medical devices, has led to an 
expanded attack surface. Further, outdated 
medical systems and devices may remain 
unpatched and vulnerable to adversarial 
attacks for extended periods of time due to 
compatibility issues, operational needs, or 
the prolonged testing phase to meet safety 
requirements.    
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Collaboration with Industry 
• CSA firmly believes that a multi-stakeholder 

approach is key to security and safety 
in cyberspace. This is why CSA invests 
in partnerships with industry leaders to 
collaborate on areas of strategic interest, 
such as cyber threat intelligence sharing, 
combatting of cybercrime and malicious 

Deepening Partnerships  
to Build Cyber Resilience

Chief Executive of CSA,  
Mr David Koh; Area Vice 
President, APAC of Dragos, 
Inc.,  Ms Hayley Turner;  
and Minister for Digital 
Development and Information 
and Minister-in-charge of Smart 
Nation and Cybersecurity,  
Mrs Josephine Teo.

cyber activity, and securing of emerging 
technologies such as AI. 

• In 2023, CSA signed Memoranda of 
Understanding (MOUs) with Microsoft, 
Google, and Dragos to affirm and deepen 
these public-private partnerships.

 

Chief Executive of CSA, Mr David Koh and Google Vice 
President of Government Affairs and Public Policy 
Centers of Excellence, Mr Markham Erickson.

Assistant Chief Executive of CSA, Mr Dan Yock Hau, and Managing 
Director, Microsoft Singapore, Ms Lee Hui Li, signing the MOU.

• CSA’s national cybersecurity campaign, 
“The Unseen Enemy”, was launched in 
September 2023 as a concerted push to 
raise awareness and drive adoption of good 
cyber hygiene practices. The campaign 
focused on four Cyber Tips:

Min ister  Josephine Teo off ic ia l ly 
launched the campaign at the Suntec City 
Convention Centre Atrium at the start of 
a two-day roadshow, titled “Home in on 
Cybersecurity”.

The roadshow was supported by partners 
from the Singapore Police Force (SPF), 
National Crime Prevention Council (NCPC), 
and Infocomm Media Development 
Authority (IMDA). The partners conducted 
interactive activities to enhance visitors’ 
digital wellness, as well as their knowledge 
on the use of ScamShield and Singpass.

Strategic Pillar 2:  
Enable a Safer Cyberspace
Create a cleaner and healthier  
digital environment

Raising Awareness of Cybersecurity

Fifth National Cybersecurity 
Campaign – “The Unseen Enemy”

 Enable Two-Factor Authentication 
(2FA) and Use Strong Passphrases 

 Beware of Phishing Scams 
 Update Software Promptly 
 Add ScamShield and Anti-Virus  

(AV) Apps

Minister for Digital Development and Information 
and Minister-in-charge of Smart Nation and 
Cybersecurity, Mrs Josephine Teo and Chief 
Executive of CSA, Mr David Koh launching the 
campaign on 30 September 2023.
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At the launch, CSA also published a list 
of seven security apps for both Android 
and iOS devices to help the public identify 
suitable security apps to download to 
secure their mobile devices. This list will 
be reviewed and updated periodically. 

“The Unseen Enemy” campaign received 
strong support from private sector 
partners such as Singtel, and e-commerce 
platforms Lazada, Shopee, Carousell and 
Zalora, which helped to develop and host 
campaign collaterals on their platforms, 
allowing the campaign messages to reach 
a wider audience. 

  

Public education collaterals developed by 
e-commerce platforms such as Lazada and Shopee  
in support of “The Unseen Enemy” campaign.

Visitors participating in interactive stage 
games and quizzes on cybersecurity.

List of recommended security apps for 
Android and iOS devices put together by 
CSA.

SG Cyber Safe Seniors Programme
• Since its roll-out in 2021, the SG Cyber Safe 

Seniors Programme has engaged more than 
157,000 seniors on scam awareness and 
cyber tips. 

• CSA rolled out “Be Cyber Safe” workshops 
for seniors in the community, in libraries 
and community clubs with the support of 
other government agencies and community 
partners. Student volunteers from Republic 
Polytechnic, ITE West and Nanyang 
Polytechnic guided seniors on the ways 
to use digital apps safely. Flyers were 
distributed at workshops with information 
on digital usage, cyber threats, and cyber 
tips to adopt. 

• CSA also worked with various partners and 
banks to raise awareness on cyber hygiene 
through the dissemination of anti-scam 

• The SG Cyber Safe Students Programme 
seeks to educate students on the dangers 
lurking within cyberspace and how they can 
stay safe online. 

• Since the start of the programme, CSA 
has conducted school assembly talks for 
over 35,000 students from more than 40 
schools and tertiary institutions. Close to 
20 runs of the “Experience Cybersecurity 
Programme” had also been organised for 

Peer support student leaders learn how cybersecurity 
is practised in the real world.

A CSA officer engaging students on the importance 
of cybersecurity during an assembly talk.

Students providing guidance on the safe use of digital 
apps during the “Be Cyber Safe” workshop.

infographics and a handbook for seniors. 
CSA also co-created an anti-scam quiz 
with DBS Foundation to help the community 
better fight scams.

Peer Support Leaders from Primary 3 to 6 to 
guide them to be a cybersecurity advocate 
in their schools. Revamped versions of 
the “Be Cyber Safe” pop-ups and drama 
skits made its way to schools in the lead-
up to Total Defence Day 2024. Through 
these initiatives, students learn about 
the importance of cybersecurity, digital 
defence, and good cyber hygiene in a fun 
and interactive manner.

SG Cyber Safe Students Programme
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• The Cybersecurity Labelling Scheme 
(CLS) for consumer smart devices seeks 
to improve Internet of Things (IoT) security, 
raise overall cyber hygiene levels and better 
secure Singapore’s cyberspace.

• Since its launch in 2020, more than 350 
products from leading global brands such 
as Google, Asus, TP-Link, D-Link, Linksys, 
Netgear, Nokia, Signify Philips, Polar have 
obtained CLS labels.  

• In December 2023, Singapore and Korea 
signed a Memorandum of Understanding 
(MOU) for cooperation in the field of IoT 
security. This will promote the commitment 
of both countries to work towards a mutual 
recognition arrangement which will enable 
CSA and the Korea Internet & Security 
Agency (KISA) to mutually recognise each 
country’s respective IoT cybersecurity 
certification and labelling schemes.

 

• CSA launched the Cybersecurity Labelling 
Scheme for Medical Devices [CLS(MD)] in 
collaboration with the Ministry of Health 
(MOH), Health Sciences Authority (HSA) 
and healthcare tech agency Synapxe, and in 
consultation with industry representatives 
from both the cybersecurity and medical 
technology communities. 

• The CLS(MD) Sandbox was launched 
by Senior Minister of State for Digital 
Development and Information, Dr Janil 
Puthucheary on 17 October 2023 at the 
Singapore International Cyber Week 2023. 

• Manufacturers participating in the Sandbox 
can test and provide feedback on the 
CLS(MD), and gain a first-mover advantage 
in enhancing the security of their products.

 

• Given the rising trend in mobile scams, 
CSA launched the Safe App Standard in 
January 2024, which provides a benchmark 
and guidance on best practices that mobile 
app developers should adopt to raise the 
security posture of their mobile apps, 
particularly if the apps are used for high-
risk monetary transactions. 

Levelling Up Organisations and Enterprises

Safe App Standard for Mobile Applications

Vice President of KISA, Mr Oh Jinyoung, and Deputy Chief 
Executive of CSA, Mr Chua Kuan Seah, signed the MOU 
on 14 December 2023.

Cybersecurity Labelling Scheme for IoT Devices

Cybersecurity Labelling Scheme for Medical Devices

Announcement of CLS(MD) by Senior Minister of State 
for Digital Development and Information, Dr Janil 
Puthucheary, at the Singapore International Cyber Week 
(SICW) 2023.

• The Standard was developed by referencing 
established industry standards, and 
finalised in consultation with more than 50 
organisations across the public and private 
sector.

• App developers are encouraged to adopt 
the Standard to ensure that their apps are 
secure, and their users are protected.

• Singapore is working with experts, industry 
and government partners to develop ISO/
IEC 27404, an international standard which 
defines a cybersecurity labelling framework 
for consumer IoT devices. 

Development of ISO/IEC 27404 Standard

 Experts from various countries have made 
substantial progress, and are progressing 
towards achieving international consensus 
of its technical content. 
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2.  For more information on Cyber Essentials, please visit: https://www.csa.gov.sg/our-programmes/support-for-enterprises/sg-cyber-safe-
programme/cybersecurity-certification-scheme-for-organisation/cyber-essentials 

3.  For more information on Cyber Trust, please visit: https://www.csa.gov.sg/our-programmes/support-for-enterprises/sg-cyber-safe-
programme/cybersecurity-certification-scheme-for-organisation/cyber-trust

Raising the Security Baseline of Artificial Intelligence (AI)

• The National AI Strategy 2.0, which was 
launched by the Smart Nation Group in 
December 2023, represents Singapore’s 
commitment to create new opportunities 
and realise the benefits of AI. The Strategy 
outlined 15 Actions that Singapore will 
undertake to support our ambitions over 
the next three to five years. 

• Cybersecurity is a necessary pre-condition 
to ensure that AI outcomes are safe, secure 
and trustworthy. CSA has been involved in 
the development of resources including 
technical guidelines and standards that 
articulate best practices for AI security. 
Some examples include:

 Contribution of Security principles to  
 IMDA’s AI Verify – a set of process  
 checks for AI developers to ensure that  
 due diligence has been done on AI  
 systems across the development  
 lifecycle.

 International cooperation and reference  
 – On 13 October 2023, Singapore  
 and the US made their AI Governance  
 frameworks interoperable, the first such  
 successful country-to-country mapping  
 by both countries.

 International standards development  
 – CSA is contributing towards the  
 development of ISO/IEC 27090 for  
 guidelines on the security of AI.

 

• As enterprise adoption of cloud computing 
rises, threat actors have evolved their 
Tactics, Techniques and Procedures (TTPs) 
to target organisations in the cloud. To 
help enterprises better understand their 
responsibilities and defend against cloud-
specific risks, CSA partnered with the 
Cloud Security Alliance to launch two Cloud 
Security Companion Guides in October 2023.  

• These companion guides were developed 
to complement Cyber Essentials2 and Cyber 
Trust3 respectively, Singapore’s national 
cybersecurity standards for organisations.

• The companion guide for Cyber 
Essentials, targeted at Small-and-Medium 
Enterprises (SMEs), explains the cloud-
computing shared responsibility model, 
for organisations to understand what 
they and their respective Software-as-a-
Service (SaaS) providers are responsible 
for securing in the cloud environment.

• The companion guide for Cyber Trust, targeted 
at larger or more digitalised organisations, 

Cloud Security for Organisations

maps each of the cybersecurity preparedness 
domain in the Cyber Trust mark, to the 
domains in the Cloud Controls Matrix (CCM) 
published by the Cloud Security Alliance.

• As part of the close partnership in 
developing the companion guides, CSA has 
also worked with Amazon Web Services, 
Google Cloud and Microsoft to develop 
companion guides that are specific to their 
respective cloud services/environment.

Senior Minister of State for Digital Development and 
Information, Mr Tan Kiat How, receiving the Cloud 
Security Companion Guide for Cyber Essentials from 
Chief Executive Officer of Cloud Security Alliance,  
Mr. Jim Raevis and representatives from Amazon Web 
Services, Microsoft and Google Cloud.

• Since its launch in October 2022, the IHP 
has seen more than 28,000 unique visitors, 
and has been used to carry out over 120,000 
website scans. 

• Of these, more than 4,500 (around 22%) 
unique domains have shown improvement 
in their Internet hygiene after following the 
recommendations provided.

• In 2023, CSA collaborated with more than 
60 organisations including e-commerce 
platforms, and public and private healthcare 
institutions to enhance their Internet 
hygiene. Most of these entities have attained 
the ‘green’ rating on the Internet Hygiene 
Rating (IHR) table.

• In October 2023, CSA published a new IHR 
table for Infocomm Technology providers 
that specialise in website and email 
management. This was aimed at helping 
enterprise clients make informed choices, 
when choosing between IT providers. IHR for Website/Email Management Providers

Launch of Ransomware Portal

• The SPF, in collaboration with CSA, 
developed a ransomware portal that allows 
victims to easily report ransomware cases. 
This was one of the recommended actions 
by the CRTF to mitigate the growing trend 
of ransomware globally.

Internet Hygiene Portal (IHP)

• The one-stop portal provides:

 Recovery support in the form of  
 decryption tools,

 Incident response checklists and  
 Frequently Asked Questions, and

 Ransomware advisories, trends and  
 prevention measures to avoid falling  
 victim to ransomware attacks.

Minister for Digital Development and Information and 
Minister-in-charge of Smart Nation and Cybersecurity, Mrs 
Josephine Teo, with members of the AI Verify Foundation, 
at the Asia Tech x Singapore conference in June 2023.
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  What motivated CSA to develop  
 the IHP?
At the start of CSA’s endeavour in 2022, there 
was a general lack of awareness and readily 
available information on Internet security. The 
adoption of Internet security best practices 
was also not encouraging. This was a serious 
concern as Internet threats were becoming 
more prevalent and severe. A more effective 
and holistic approach was needed to elevate 
the Internet hygiene level of Singapore.

 What was done to address the  
 issue?
The CSA engineering team strived to create a 
free-to-use tool that could (i) overcome the lack 
of awareness of Internet security, (ii) provide an 
assessment of the security level of websites, 
and (iii) drive adoption of cyber hygiene.

This initiative led to the conception of the IHP.

Managing Director and Founder of Nucleo Consulting,  
Ms Sandra Yeow sharing the IHP Rating report to a 
member of the Trade Associations & Chambers during 
a Networking Event hosted by the Singapore Business 
Federation.

IHP – Increasing the Confidence  
and Reputation of Enterprises 

 Can you tell us more about an  
 organisation which benefitted  
 from the IHP?
An example of an organisation which had 
benefitted from the IHP is Nucleo Consulting 
Pte Ltd, an IT consultancy SME. By adopting 
better baseline Internet security protocols, 
the company achieved improvements in their 
business operations, as well as increased 
confidence and reputation amongst their 
clients. Nucleo Consulting’s success 
story is testament to the importance of 
prioritising Internet security in today’s  
digital age.

• Singapore is a founding member of the CRI, 
a plurilateral grouping convened to foster 
global collaboration against ransomware. 
As of end-2023, the CRI comprises 51 
members – 49 countries, plus the European 
Union and INTERPOL. Singapore and the 
UK currently co-chair the CRI Policy Pillar, 
which oversees the development of good 
policy practices against ransomware. 

Strategic Pillar 3: Enhance 
International Cyber Cooperation
Foster an open, secure, stable, accessible, 
peaceful, and interoperable cyberspace

International and Bilateral Engagements

Counter Ransomware Initiative (CRI)

Nucleo Consulting featured in Lianhe Zaobao on  
17 October 2023 for achieving a green tick for its IHR.

• In 2023, the CRI focused on developing 
capabilities to disrupt attackers and the 
infrastructure they use to conduct their 
attacks, improving cybersecurity through 
sharing information, and fighting back 
against ransomware actors. At the 2023 
CRI Summit hosted by the US in Washington 
D.C., Singapore and the UK led the grouping 
in issuing a joint statement to strongly 
discourage anyone from paying a ransom-
ware demand, and state that governments 
should lead by example and not pay 
ransomware extortion demands. This was the 
first international statement of its kind.

Heads of CRI Member Delegations with US Vice President, Ms Kamala Harris on the White House steps.

BEHIND THE SCENES
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• Singapore chairs the ongoing five-year UN 
OEWG on the security of and in the use of 
ICTs. 

• In 2023, Singapore contributed to fruitful 
discussions that led to the second annual 
progress consensus report, such as by 
providing practical recommendations for 
implementing confidence building measures 
through stronger interregional cooperation. 

• CSA continues to engage a wide range of 
international and regional counterparts 
through different platforms to foster 
information exchanges on cyber policy, 
operation, technical and diplomacy issues, 
and practical cooperation initiatives. 

• Some key engagements in 2023 included: 

 Chief Executive of CSA, Mr David Koh, 
co-chaired the inaugural UK-Singapore 
Cyber Dialogue (UKSCD) on 13 June 
2023 in London with senior UK officials 
including Foreign, Commonwealth and 
Development Office Cyber Director Mr 
Will Middleton and then-National Cyber 
Security Centre Chief Executive Officer 
Ms Lindy Cameron. 

 Mr Koh also co-chaired the 2nd US-
Singapore Cyber Dialogue (USSCD) 
on 30 October 2023 in Washington 
D.C. with Deputy Assistant Secretary 
of State for International Cyberspace 
Security Ms Liesyl Franz.

4.  CSA partnered the UN Office of Disarmament Affairs (UNODA) to deliver the UN-Singapore Cyber Fellowship in 2022. The Fellowship sought to 
empower senior officials with inter-disciplinary expertise to effectively oversee national cyber and digital security policy, strategy, and operations 
requirements.

UN Open-Ended Working Group (UN OEWG)  
on the Security of and in the Use of ICTs (2021 – 2025)

Group photo of the UNSCF Fellows.

Director of CSA’s International Cyber Policy 
Office, Mr Sithuraj Ponraj, delivering Singapore’s 
national intervention at the UN OEWG.

• Singapore also supported the establishment 
of a Global Points-of-Contact (POC) 
directory to facilitate communication and 
cooperation, and build trust and confidence 
between States. The Global POCs directory 
will complement existing regional POCs 
networks, to enhance communication and 
information sharing between States.

• The UN-Singapore Cyber Fellowship4 

(UNSCF) is a key initiative which allows 
Singapore to forge close bonds and identify 
potential areas of exchange and cooperation 
with these countries. Two iterations of the 
UNSCF were held in 2023, attended by 51 
Fellows, representing countries from all 
around the world.

Bilateral Cooperations 

 Assistant Chief Executive of CSA, Mr Dan 
Yock Hau, co-chaired the Singapore-
Malaysia Cybersecurity Roundtable 
held on the sidelines of Cyber Defence 
& Security Exhibition and Conference 
in July 2023 with then-Acting Chief 
Executive of National Cyber Security 
Agency Malaysia, Ms Shariffah Rashidah 
Syed Othman.

   

The 2nd USSCD held in Washington D.C., US on  
30 October 2023.

The inaugural UKSCD held in London, UK on 13 June 2023.



64 A COLLECTIVE RESPONSIBILITY  65

• Chaired by Singapore’s Minister in-charge 
of Cybersecurity, the AMCC brings 
together ASEAN Ministers in-charge of 
Telecommunications and/or Cybersecurity 
to discuss regional cooperation and areas 
of interest. 

• Since the AMCC’s inception in 2016, every 
iteration has been well attended by Ministers 
and Senior Officials from all ASEAN Member 
States. ASEAN is the first and remains the 

18th ASEAN CERT Incident Drill 
• Singapore has hosted the annual ASEAN 

CERT Incident Drill (ACID) since 2006. The 
aim of ACID is to test incident response 
procedures, and strengthen cybersecurity 
preparedness and cooperation among 
CERTs in ASEAN member states and 
partners. 

• The theme of the 18th ACID was “Responding 
to Multi-Pronged Attacks Arising from 
Hacktivism”. This was chosen against the 
global backdrop of increasing cyber-attacks 
motivated by hacktivism, and the evolving 
modus operandi observed to be employed 
by hacktivists. The 18th ACID also featured 
an inaugural Tabletop Exercise (TTX), where 
participants discussed how they would 
respond to incident scenarios based on their 
internal processes. This was valuable as 
participants could learn incident response 
best practices from each other.

• The Cyber TIG plan was launched in 
September 2023, to support the need 
to grow the cybersecurity industry and 
workforce to meet national security and 
economic outcomes. CSA will invest S$50 
million to uplift Singapore’s cybersecurity 
sector, as part of the three-year Cyber TIG 
Plan.

• The CyberSG TIG Collaboration Centre, 
established by CSA in partnership with the 
National University of Singapore, plays a key 
role in achieving the objectives set out in the 
Cyber TIG Plan. The Centre will address 
dependencies between cybersecurity 
talent, innovation, and growth for industry, 
by serving as a convening platform to 
integrate and create relevant programmes 
for industry and talent development. It will 
also bring together industry, academia, 
individual and government stakeholders 
to leverage the opportunities posed by 
digitalisation.

ASEAN Engagements

ASEAN Ministerial Conference on Cybersecurity (AMCC) 2023
only region to have subscribed in-principle 
to the 11 voluntary, non-binding norms of 
responsible State behaviour in the use of 
ICTs.

• At the 8th AMCC in October 2023, members 
recognised the heightened level of cyber 
threats, including the emergence of new 
threats to CII, ransomware, and AI-enabled 
cyber threats and scams.

The 8th ASEAN Ministerial Conference on Cybersecurity.

• A total of 18 CERTs from ASEAN member 
states and partners participated in the drill 
from 18 to 19 October 2023. Feedback on 
the drill and TTX by participating CERTs 
was positive. Participants shared that the 
drill and TTX shed light on new scenarios 
and incident response techniques, and 
built a deeper understanding of emerging 
cyber threats observed across the ASEAN 
region. 

 

SingCERT and CERTs in action during the 18th ACID TTX.

Foundational Enabler 1: 
Develop a Vibrant  
Cybersecurity Ecosystem
Build a cybersecurity ecosystem underpinned by research 
and innovation for our security and economic needs

Cybersecurity Talent, Innovation and Growth (Cyber TIG) Plan

• An MOU was signed between the CyberSG 
TIG Collaboration Centre and ISTARI, the 
global cybersecurity platform established 
by Temasek Holdings, focusing on 
internship, mentorship and joint events with 
the Centre.

Senior Minister of State for Digital Development and 
Information, Dr Janil Puthucheary, elaborating on the 
Cyber TIG Plan during the ISC2 SECURE Asia Pacific 
Conference in December 2023.
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• To position Singapore as one of the global 
forerunners of cybersecurity R&D and 
adoption, CSA has established a CyberSG 
R&D Programme Office at the Nanyang 
Technological University, Singapore. 

• The Programme Office will receive funding 
of S$62 million under the Research 
Innovation and Enterprise 2025 National 
Cybersecurity R&D Programme Funding 
Initiative. It serves as a national platform 
to spearhead the translation of research 

• The Cybersecurity Export Programme 
was established in partnership with 
SGTech to support Singapore-based 
cybersecurity companies to learn about 
overseas cybersecurity markets, and 
identify opportunities to facilitate business 
expansion into regional and global markets.

• The pilot Cybersecurity Export Programme 
included (i) the development of a 
Cybersecurity Export Playbook; (ii) the 
organisation of cyber-focused overseas 
business missions; and (iii) the development 
of a Cyber Catalogue for Singapore-based 
companies.

CyberSG R&D Programme Office

prototypes into usable products and 
services for both the national security 
agencies and industry. 

• The Programme Office also coordinates the 
research efforts of the National Integrated 
Centre for Evaluation (NiCE), the National 
Cybersecurity R&D Laboratory, iTrust Lab 
and the National Satellites of Excellence 
to build an open innovation platform 
for the development of cybersecurity 
technologies. 

Cybersecurity Export Programme

Australian High Commissioner to Singapore, His 
Excellency Allaster Cox and Chief Executive of CSA,  
Mr David Koh, engaging with local companies prior to the 
Australia Cybersecurity seminar.

• Since the pilot programme started, SGTech 
has:

 Launched CyberConnect website and 
onboarded more than 120 companies 
on the Cyber Catalogue. 

 Developed the first Cyber Playbook for 
Indonesia on Indonesia’s cybersecurity 
landscape and ICT sub-sectors. 

 Supported 19 companies across two 
cyber-focused business missions:

  - Inaugural Australia e-business  
 mission, hosted by Australian High  
 Commissioner to Singapore.

  - Inaugural physical mission to  
 Indonesia with visits to the National  
 Cyber and Crypto Agency (BSSN),  
 Ministry of Communications and  
 Informatics (KOMINFO), Chamber of  
 Commerce and Industry (KADIN).

 

BSSN and KADIN with CSA and the Singapore cybersecurity companies that participated in the Indonesia cyber-focused 
business mission.

• Since 2018, CyberCall has awarded close 
to S$20 million to support cybersecurity 
companies develop more than 35 solutions,  
in areas such as cloud security, artificial 
intelligence, IoT/OT security, and privacy-
enhancing technologies.

• Some notable developments in 2023 for the 
earlier CyberCall recipients included:

 Protos Labs, a CyberCall 2021 recipient, 
completed the first phase of its project 
to build an integrated cyber risk 
management solution with the Nanyang 
Technological University, Singapore, as 
the end user. The solution, which was 
subsequently patented, operationalises 
vulnerability prioritisation, self-service 
risk assessment, and measure on the 
return on security investments. Protos 
Labs became the first Singapore 
company to be selected for the Lloyd’s 
Lab programme (a prestigious fast-track 
programme to co-develop innovative 
insurance products with the Lloyd’s 
market) in 2023, and successfully raised 
S$3 million in an oversubscribed seed 
round funding. 

Cybersecurity Industry Call for Innovation (CyberCall)

 Flexxon, a two-time CyberCall recipient, 
clinched the 2023 WIPO Global Award 
for deploying an AI-based cybersecurity 
solution to detect and prevent 
ransomware attacks in real-time. Flexxon 
is also the first international company to 
be accepted into the Maryland Global 
Gateway Soft Landing Program via 
MISI (now known as the Technology 
Advancement Centre, a cybersecurity 
non-profit organisation which helps 
to connect international companies to 
the US market), to set up an office in 
DreamPort, Columbia, Maryland.

One-to-one business matching and discussions during 
the inaugural business mission to Indonesia.
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Minister for Digital Development and Information and 
Minister-in-charge of Smart Nation and Cybersecurity, 
Mrs Josephine Teo announcing the launch of the SG 
Cyber Associates programme.

• CSA launched the SG Cyber Associates 
programme in 2023 to provide foundational 
and targeted cybersecurity training for non-
cybersecurity professionals to develop 
skills relevant to their work.

• CSA worked with professional bodies to 
co-develop customised cybersecurity 
training to meet the specific needs of their 
members. For a start, CSA has partnered 
with the Institution of Engineers Singapore 
(IES) to roll-out customised courses on 
specific technology domains such as IoT 
security for IES members. The programme 
will subsequently be expanded to other 
professionals, such as auditors, lawyers, 
and software professionals.

Foundational Enabler 2: 
Grow a Robust Cyber  
Talent Pipeline
Develop and sustain a strong cybersecurity workforce  
to meet our security and economic needs

SG Cyber Associates

• The SG Cyber Olympians programme 
trains passionate Singaporean youth 
with exceptional cybersecurity talent 
to represent Singapore in international 
competitions (e.g. DEFCON, Cyber SEA 
Games), and build a strong pipeline of 
future tech leaders.

• The SG Cyber Olympians emerged top in 
a field of 10 teams, clinching the top prize 
at the annual Cyber SEA Games held in 
Bangkok in November 2023. 

• As part of the programme, Olympians also 
participate in exchanges with cybersecurity 
authorities around the world. Eight 
representatives from the programme 
participated in an exchange programme 
with the Korea Information Technology 
Research Institute (KITRI) in South Korea in 
November 2023.

SG Cyber Olympians

SG Cyber Olympians taking part in a roundtable discussion 
at a Korean cybersecurity company during the exchange 
programme.

Eight students from CSA’s SG Cyber Olympians Programme participated in an overseas exchange programme with 
KITRI’s students from 7 to 13 November 2023.
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Is Artificial Intelligence (AI) a friend or foe? This 
is a subject of significant debate, even as AI 
continues to capture the public’s imagination 
and gain wider adoption. For example, will AI 
drive efficiency and innovation? Will it help us 
to drive the next bound of growth? Or, will it 
significantly disrupt society? How will this 
impact the digital divide? 

We posit that the security of AI and AI-enabled 
threats are salient considerations in these 
discussions, especially since they are less well 
understood. This article examines some of the 
underlying assumptions behind these factors, 
and how Singapore intends to reap the benefits 
of this exciting new technology, while staying 
ahead of its challenges. 

Is AI secure?
Risks to AI
AI is vulnerable to existing risks to software 
systems. It uses vast amounts of data, and has 
complicated, expansive technology stacks that 
interact with many components. For example, 
copious amounts of enterprise data are often 
required to train an AI model to perform 
specific tasks, which expands the potential 
attack surface for cyber threats. The high 
volume of data that flows between AI systems 
makes them attractive targets for exploitation. 
Many AI systems are also connected to the 
internet, which provides malicious actors 
with more vectors, and more opportunities, to 
attack sensitive datasets. AI is also vulnerable 
to other issues such as disruption to digital 
infrastructure (including cloud, data centre 
operations) and to connectivity. 

AI systems are also vulnerable to a new class of 
threats known as adversarial machine learning 
(AML). Threat actors can use AML to deceive 
or sabotage machine learning models, so that 
output becomes inaccurate, or causes harm. 
With enough time, threat actors could also 
use these techniques to steal the model or its 
algorithm.

AI-enabled cyber threats
There are also legitimate concerns about the 
rise of AI-enabled security threats – including 
AI-enabled cyber-attacks. Cybersecurity and 
AI firms have reported that threat actors could 
and are misusing AI to boost the sophistication 
of their attack tactics, techniques, and 
procedures. In the future, sophisticated actors 
could learn to use AI to develop polymorphic 
malware, which can be re-programmed to 
evade cybersecurity defences. AI could also 
be misused to drive autonomous attacks, 
which can adapt their attacks without human 
intervention.  

On the information front, there is an enlarged 
risk of AI-enabled misinformation and 
disinformation in Singapore, such as AI 
generated scams and deepfakes, especially 
in the context of elections. As generative AI 
models improve, it will be increasingly difficult 
to determine if online content is authentic. This 
could have a long-term impact on the level of 
public trust towards online information and the 
digital domain in general. 

• CSA introduced the CSDP in 2020 to address 
the shortage of trained cybersecurity 
professionals. The programme equips fresh 
graduates and mid-career professionals 
with cybersecurity skills and knowledge, to 
contribute to Singapore’s digital economy 
and digital government.

• Officers in the 12-month programme 
will go through classroom training at the 

Cybersecurity Development Programme (CSDP)

CSDP officers during their training programme.

Singapore University of Technology and 
Design, Ngee Ann Polytechnic and CSA 
Academy. Thereafter, they will undergo the 
specialisation phase where they will gain 
real life work experiences in CSA.

• As of April 2024, 148 individuals have 
graduated from the programme, with 48 
deployed to 18 agencies. 

AI: Friend or Foe?
Jointly written by Security and Resilience Division 
(SRD), Ministry of Digital Development and Information 
(MDDI) and CSA

WHAT SINGAPORE GOVERNMENT PARTNERS  
ARE DOING FOR A SAFER CYBERSPACE 

• The YCEP targets pre-tertiary students 
who are curious to learn more about 
cybersecurity. Participants who achieve 
outstanding YCEP bootcamp scores had 
a chance to showcase their skills and 
compete against each other in the CCTF 
Competition, which was held in conjunction 
with WorldSkills Singapore Junior 2023 at 
Suntec Convention Centre.

• The collaboration with WorldSkills 
Singapore Junior brought the CCTF 
competition to a wider audience and gave 
more youth a chance to understand the 
world of cybersecurity, in collaboration 
with partners such as Cisco Systems and 
the Association of Information Security 
Professionals (AiSP). 

Group photo of YCEP CCTF participants at Suntec 
Convention Centre in June 2023.

Youth Cyber Exploration Programme (YCEP) Central 
Capture-The-Flag (CCTF) Competition



72 A COLLECTIVE RESPONSIBILITY  73

The advent of generative AI applications, such 
as the pioneering Midjourney and OpenAI’s 
ChatGPT, has sparked a technological 
revolution, reshaping the way we perceive 
and interact with artificial intelligence. This 
seismic shift has not only captivated the global 
audience but has also set a new benchmark for 
digital innovation.

Singapore, a hub of technological progress, 
has been at the forefront of adopting these 
transformative tools within its public sector. 
The introduction of applications such as Pair 
Chat, designed to assist in drafting reports 
and speeches, exemplifies the nation’s drive 
towards enhancing productivity through 
innovation. This proactive approach reflects 
GovTech’s commitment to leveraging cutting-
edge technology to streamline governance and 
administrative processes.

GovTech’s Adversarial AI Adventures: 
Vigilance as the Companion of Innovation
Contribution by Government Technology Agency (GovTech)

WHAT SINGAPORE GOVERNMENT PARTNERS  
ARE DOING FOR A SAFER CYBERSPACE 

5.  MITRE, “Adversarial Threat Landscape for Artificial-Intelligence Systems”. Accessible at https://atlas.mitre.org/.  
6. OWASP, “OWASP Top 10 for Large Language Model Applications”. Accessible at https://owasp.org/www-project-top-10-for-large-language-

model-applications/.
7. Karen Haoarchive, “How we might protect ourselves from malicious AI”, MIT Technology Review. Accessible at https://www.

technologyreview.com/2019/05/19/135299/how-we-might-protect-ourselves-from-malicious-ai/

Singapore’s approach to 
addressing AI risks
Singapore aspires to be a pace-setter – a 
global leader in AI to serve the public good. To 
support this, we are investing in AI security to 
ensure that we are able to address the risks 
from the potential abuse or mismanagement 
of AI, to foster a trusted AI environment that 
protects users and facilitates innovation. 

The Infocomm Media Development Authority 
(IMDA) has launched the AI Verify Foundation, 
which harnesses the expertise of the global 
open-source community to boost AI testing 
capabilities, and gives assurance that AI 
systems are trustworthy. In 2024, IMDA 
also announced the Model AI Governance 
Framework for Generative AI (MGF-GenAI), 
which sets out best practices for stakeholders 
to manage the risks posed to users. 

CSA continues to drive national efforts to uplift 
the security baseline for AI. We are working 
with industry and international partners to 
develop guidelines, codes of practice and 
standards that will support system owners 
and adopters to make informed decisions 
about their adoption and deployment of AI. 
As the technology continues to advance, and 
more use cases emerge, we also expect a 
greater rate of adoption across all industries 
in Singapore. As such, CSA is: (i) actively 
engaging the industry to co-create solutions 
and fine-tune our approach to securing the 
adoption of AI; (ii) supporting the ecosystem 
with tools, services and guidelines to establish 
baseline assurance in the security of their AI 
systems; and (iii) building up R&D capabilities 
to ensure Singapore remains AI resilient. More 
broadly, CSA will also continue to develop 
AI security standards, and support national 
capability development in AI security.

Harnessing AI’s potential in cyber: 
AI for security
AI is a technology with significant potential if 
used responsibly. While malicious actors can 
abuse it to scale their attacks, cyber defenders 
can also harness AI to fend off these attacks. 
For cyber defenders, AI already has, and will 
continue to, bring about revolutions in how 
we address security threats. AI can be a force 
multiplier to help relieve operator workload and 
address the increased scale and sophistication 
of attacks. AI enables greater innovation of 
cybersecurity solutions, with greater agility, 
speed, and accuracy. This will help cyber 
defenders level the playing field, and allow 
them to identify risks with greater speed, scale, 
and precision. By efficiently handling tedious 
routine cybersecurity tasks, analysing large 
volumes of system logs, and automatically 
patching vulnerable systems, operators will be 
able to focus on higher-value work. 

For example, the Singapore Police Force (SPF) 
and Government Technology Agency (GovTech) 
are using AI to accelerate and expand SPF’s 
operations to detect and block scam websites. 
AI can help with a preliminary assessment of 
the potential threat posed by a given website, 
reducing the load on each police officer. 

Friend and Foe
Labelling AI as a “friend” or “foe” is a false 
dichotomy. We need to be clear-eyed and see 
the full spectrum of risks and opportunities 
that AI can bring. Fundamentally, any 
technology can be used for good, or misused 
for harm. While it could potentially bring harm 
to users, or introduce new vulnerabilities and 
risks to systems dependent on AI, it can also 
bring significant advances in our defensive 
capabilities. Therefore, Singapore must 
develop a concerted strategy that deals with 
the risks and maximises the value that AI brings 
to our economy, society, and security. 

Everyone has a part to play. The Government, 
industry, and the public must work together o 
keep our AI safe and secure, and use AI tools 
to secure our AI-enabled future.

While applications of AI bring huge productivity 
boosts, they are not without risks, particularly 
in the context of security. The digital domain 
is increasingly confronting the spectre 
of sophisticated cyber threats that target 
vulnerabilities inherent in machine learning 
models. The Adversarial AI TTPs, which 
include detection evasion, poisoning training 
data, and undermining the integrity of Machine 
Learning (ML) models, have been meticulously 
documented in academic and industry research, 
including in-depth analyses by the MITRE 
Adversarial Threat Landscape for Artificial 
Intelligence Matrix5 and the OWASP Top 10 for 
Large Language Model Applications.6 Figure 1 
shows an example, where image recognition 
systems can be tricked though the addition of 
noise (which is the adversarial attack). 

 

Figure 1. Addition of noise led the classification model to misclassify a panda image as a gibbon image7

<Gibbon><Panda>
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• Inversion of Image Classification Models: 
By attempting to reverse  engineer the 
training dataset of an image classification 
model, this project sought to gauge the 
security of AI systems against inversion 
attacks. The results indicated that the 
complexity of a model inversely correlates 
with its vulnerability to such attacks.

• Evasion of Image Classification Models: 
This experiment, as shown in Figure 3, 
aimed to manipulate images in a way that 
would deceive AI models without misleading 
human observers. The project underscored 
the feasibility of creating adversarial 
examples and recommended the use of 
ensemble models as a countermeasure.

Figure 3. Evasion attack led the classification model to misclassify a cat image as a dog image

Conclusion
As we stand at the cusp of a new era of 
digital innovation, Singapore takes a proactive 
approach to AI security in delivering secure 
and trusted e-services to our businesses and 
citizens. Through a combination of innovation, 
vigilance, and collaboration, GovTech seeks to 
not only embrace the transformative potential 
of AI as part of the Whole-of-Government ICT 
transformation, but is also setting a standard 
for the safe and ethical deployment of these 
powerful technologies.

Whitespace projects on AI security 
conducted by GovTech
Through a series of exploratory whitespace 
projects in 2023, GovTech has proactively 
sought to understand and mitigate the 
risks associated with Adversarial AI TTPs, 
pioneering efforts to ensure the security 
and integrity of AI applications within the 
public sector. These whitespace projects are 
designed to identify vulnerabilities and devise 
robust defences against these Adversarial AI 
TTPs.  GovTech will build upon its experience 
and insights gained from these projects to 
harden the Government’s deployment of AI 
against potential malicious actors.

Automated red team methodology for large 
language models
One notable project undertaken by GovTech 
involved the development of an automated 
red team methodology specifically tailored 
for evaluating large language models (LLMs). 
Here, we used a LLM offensively to generate 
attacks against another LLM. This project 

sought to uncover potential misbehaviours 
in LLMs, such as the unintended release of 
sensitive data, the generation of malware, 
or the production of inappropriate content. 
The findings were illuminating, revealing a 
significant propensity for these models to 
exhibit risky behaviours. This project validated 
the effectiveness of automated red teaming as 
a critical tool in assessing and enhancing the 
security posture of LLMs.

Proof-of-concepts for adversarial AI TTPs
Another series of projects delved into the 
practical exploration of specific Adversarial AI 
TTPs. GovTech’s teams worked on a range of 
innovative proof-of-concepts, including:

• Backdoor Injection into LLMs: This proof-
of-concept involved training a model 
to output specific potentially malicious 
actions upon detecting a trigger word. This 
exercise, as shown in Figure 2, highlighted 
the relative ease of embedding backdoors 
and the challenges inherent in detecting 
such vulnerabilities.

Figure 2. Insertion of a trigger word “EVILTRIGGER” caused the LLM to specify potentially malicious actions 

<Cat> <Dog>
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FS-ISAC is the member-driven, not-for-profit 
organisation that advances cybersecurity 
and resilience in the global financial system, 
protecting financial institutions and the 
individuals they serve. Against the backdrop 
of an ever-evolving threat landscape, FS-ISAC 
plays a crucial role in advancing the cyber 
resilience of the Singapore financial sector in 
the following ways.

Cyber exercises to enhance 
response readiness and bolster 
resilience to attacks 
In 2023, FS-ISAC organised a series of 
exercises8 to help financial institutions hone 
their cyber resilience. This included the Cyber 
Attack Against Payment Systems (CAPS) 
exercise, and the Central Banks, Regulators, 
and Supervisory Entities (CERES) tabletop 
exercise.

How FS-ISAC Advances Cyber Resilience  
in Singapore’s Financial Sector
Contribution by Financial Services Information Sharing and Analysis Center (FS-ISAC)
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8. For more information, visit https://www.fsisac.com/exercises.

The CAPS exercise is a self-paced tabletop 
exercise created by FS-ISAC and its 
members. The 2023 CAPS scenario explored 
an insider attack using ransomware affecting 
a fictional financial services firm. As a result 
of this exercise, a majority of the participants 
identified opportunities to enhance or change 
their incident response processes. The after-
action report indicated that participants 
extracted crucial lessons and best practices 
from the exercise. This knowledge exchange 
strengthened the participants’ resilience, as 
well as the broader industry’s preparedness 
for cyber threats.

In 2023, FS-ISAC held its first CERES exercise 
for the Asia-Pacific region. The exercise 
scenario featured a simulated ransomware 
attack that crippled a third-party core banking 
platform provider. This attack scenario applied 
to banking services in numerous small- and 
medium-sized banks in the Asia-Pacific region, 
including those in Singapore. The exercise 
covered a diverse array of topics, including 
incident response procedures, information 
sharing within and across jurisdictions, and 
regulatory oversight of third-party providers. 
Participants’ feedback showed they viewed 
the exercise as a valuable opportunity to learn 
from one another about best practices for 
responding to cyber events, and to identify 
areas for improvement in their own plans.

As part of its commitment to reduce risk 
and advance the collective resilience of the 
financial sector, FS-ISAC continues to hold 
regular cyber exercises tailored to the industry, 
improving institutional and sector responses 
to severe but plausible threats, such as third-
party and AI risk scenarios.

Strengthening cyber resilience 
through information sharing
In 2023, FS-ISAC played a leadership role in 
responding to a record number of incidents, 
some of which implicated key third-party 
providers in the Singapore financial sector. FS-
ISAC’s playbook was activated to provide direct 
coordination between the victim entity and 
impacted third parties, and create dedicated 
information sharing channels for the wider 
membership. The sub-industry communities 
were also engaged to ensure effective 
information dissemination to the broader 
membership.

During key incidents, such as those involving 
Okta and LastPass,9 FS-ISAC held Spotlight 
Calls to prepare its members on the issue 
and to disseminate information from experts, 
including impacted firms. In addition, there 
was close coordination and collaboration with 
public sector partners and other stakeholders. 
To prepare the sector for emerging threats, FS-
ISAC also published Traffic Light Protocol (TLP) 
White10 mitigation guidance tailored specifically 
for the sector.

Recognising the need to shift from a reactive 
approach toward third-party incidents to a 
proactive strategy, FS-ISAC created a Third-
Party Risk Lead role to bolster its sector-
specific third-party program. By leveraging 
FS-ISAC’s established Affiliate Program 
and Critical Providers Program, strategic 
intelligence relationships were cultivated 
with the sector’s key suppliers to enhance 
communication and information sharing as part 
of regular operations and for incident response. 

Building trusted communities to 
foster cyber resilience
As a community of communities, FS-ISAC 
enhances the cohesion of a wide range of 
smaller groups based on geography, sub-
sector, topic, and role. The goal is to foster 
stronger trust among members as well as 
maximise the relevance and value of their 
engagement.

Moreover, FS-ISAC concentrated on key issues 
facing the sector in 2023, including emerging 
technologies such as AI and quantum 
computing, security issues around cloud 
computing, and the convergence of cyber 
and fraud. For example, FS-ISAC stood up the 
APAC Payment and Fraud Risk Council within 
the membership and worked across the sector 
on a holistic approach to reducing fraud.

FS-ISAC’s collaborative and trusted 
environment empowers financial institutions 
in Singapore to learn from peers with similar 
interests, hear from subject matter experts, 
share ideas, exchange success stories, and 
navigate the challenges of protecting their 
firms and customers.

Conclusion
In summary, FS-ISAC advances the Singapore 
financial sector’s cyber resilience through 
a comprehensive approach. This includes 
regular cyber exercises to enhance response 
readiness, critical information sharing across 
the industry during incidents, and building 
trusted communities to facilitate the sharing 
of security best practices. In 2023, FS-ISAC 
signed a Memorandum of Understanding with 
CSA to bolster Singapore’s cybersecurity. 
By bringing together FS-ISAC’s international 
reach and cross-border insights, the renewed 
collaboration ensures an all-encompassing 
approach to strengthening cyber resilience in 
Singapore’s financial sector.

9.  In October 2023, identity management software company Okta suffered a data breach that affected all Okta customer support system users. 
Many customer names and email addresses were leaked. In late 2022, password manager LastPass suffered a data breach that included various 
customer-related information and encrypted copies of some users’ password vaults.

10. TLP White means that the information may be distributed without restriction, subject to copyright controls.
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On 20 January 2024, Senior 
Minister of State for Defence, 
Mr Zaqy Mohamad announced 
the nationwide launch of the 
Sentinel Programme. The DIS 
has partnered with the Ministry 
of Education (MOE), CSA, and 
Defence Technology Community 
(DTC) to deliver the cybersecurity 
youth talent development 
programme. This national effort 
aims to equip youths with 
cybersecurity and digital skills, 
and empower them to contribute 
to Singapore’s digital defence. 

The Sentinel Programme will be open to Year 
1 students from all secondary schools, junior 
colleges, polytechnics, and the Institutes of 
Technical Education (ITEs). The four-year 
secondary school programme and two-year 
post-secondary school programme comprise 
regular classes and workshops to teach 
students topics such as programming, network 
forensics, and penetration testing. Beyond the 
classroom, students will visit defence agencies, 
such as the Defence Science and Technology 
Agency, DSO National Laboratories, and 
Centre for Strategic Infocomm Technologies, 
to learn more about the daily work of cyber 
defenders in the defence sector. They will 
have access to mentorship opportunities with 
cybersecurity professionals, who can offer 
them deeper insights into a cybersecurity 
career. Competitions at the national level, such 
as the Sentinel Challenge, Cyber Defenders 
Discovery Camp, and Cyberthon, will also serve 
as platforms for students to put their skills to 
the test. Beyond developing their technical 
proficiencies, the programme will also imbue 

Prior to the nationwide launch of the Sentinel 
Programme in 2024, a two-year pilot programme 
with selected schools was carried out in 2022. 
Students from the pilot programme highlighted 
their positive experiences, and shared their 
excitement that these experiences would be 
brought nationwide. For example, Mr Koh Le 
On, a Secondary 3 student from Commonwealth 
Secondary School, said the programming and 
cybersecurity skills he acquired had not only 
broadened his knowledge, but also sparked 
his genuine passion, surprising even himself. 
Mr Enzo Yap, a former Secondary 4 student at 
Ngee Ann Secondary School (NASS), shared 
that the wide array of Sentinel activities helped 
to cultivate his passion for cybersecurity. 
Enzo has since started his studies in Temasek 
Polytechnic’s Diploma in Cybersecurity and 
Digital Forensics, where he was successfully 
admitted through the early admissions exercise.
    
The nationwide Sentinel Programme will be 
scaled up with intakes for Year 1 students 
in secondary schools, junior colleges, 

(Top left) Students from Nanyang Girls’ High School 
emerging as overall champions in the Sentinel Challenge, 
out of 34 teams from 14 schools.
(Top right) 130 students competing in the annual Sentinel 
Challenge on 20 January 2024. Students put their 
penetration testing and web programming skills to the 
test in the Capture-the-Flag competition.
(Bottom right) Mr Enzo Yap, a former NASS student, 
sharing about what he learnt in the Sentinel Programme 
with Senior Minister of State for Defence, Mr Zaqy 
Mohamad.
(Bottom left) 90 junior college and polytechnic students 
participating in a web programming and application 
security two-day workshop as part of the pilot 
programme.

the right values to our youths, who are just 
starting their cybersecurity journey.
  
The Sentinel Programme is tailored for students 
with all levels of experience. Students with 
limited computing experience will be trained 
in both Python and JavaScript programming 
in the first few months of the programme. 
Students who already possess computing and/
or cybersecurity experience, particularly those 
undertaking related courses at school (i.e. GCE 
O-Level Computing, A-Level Computing, or 
relevant Polytechnic diplomas) would embark 
on more advanced training and undertake 
hands-on cybersecurity projects. The Sentinel 
Programme also complements CSA’s existing 
Singapore Cyber Youth Programme, providing 
interested youths with additional means 
to jump-start their cybersecurity journey. 
Students in the Sentinel Programme will also 
be well-positioned to join CSA’s SG Cyber 
Olympians programme, where they would 
have further access to customised training and 
overseas competitions. 

polytechnics, and ITEs every year. The DIS 
will continue to collaborate with like-minded 
partners to enrich this programme, to make it 
current and relevant for our youths. In today’s 
digital landscape, cybersecurity stands as the 
frontline defence against evolving threats. The 
Sentinel Programme will play its part by raising 
the cyber competencies of our youths and 
nurturing the next generation of frontliners for 
Singapore. We invite aspiring cyber defenders to 
be a Sentinel and defend our digital way of life.

Senior Minister of State for Defence, Mr Zaqy Mohamad, together with 
representatives of the DIS, MOE, CSA, and DTC, at the nationwide launch 
of the Sentinel Programme.
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In today’s rapidly evolving digital landscape, 
businesses are continually pushing the 
boundaries of innovation to stay competitive 
and meet consumer demands. However, amidst 
the drive for technological advancement, 
maintaining robust data protection measures 
is essential to preserving consumer trust.

The rise of data breaches and the 
need for robust protection
The urgency for robust data protection is 
further amplified by the rise in data breaches 
witnessed in Singapore. Over the last three 
years, the number of data breaches reported by 
the private sector to the PDPC had increased 
by 22%. In the same period, 25% of the data 
breaches reported were results of cyber-
attacks, such as ransomware and phishing 
attacks. These cyber-attacks often lead to the 
large-scale compromise of personal data and 
could potentially lead to fraud, identity theft, 
and other criminal activities. 

With such a dynamic environment, a “checkbox 
mentality” towards data protection no 
longer suffices. Organisations must adopt a 
comprehensive and proactive approach to 
safeguarding customer data. This will not only 
foster consumer trust, but also enhance an 
organisation’s competitiveness in the digital 
marketplace.

How organisations can get started 
on protecting their customer data
It is critical for organisations to protect the 
personal data of individuals, ensuring their 
personal information – from contact details to 
credit card details – is collected, stored, and 
used responsibly. For SMEs who are uncertain 
on how to approach data protection, IMDA’s 
Data Protection Essentials (DPE)11 programme 
enables them to acquire a basic level of data 
protection and security practices.

Designed to help organisations protect their 
customers’ personal data and recover quickly 
in case of a data breach, the DPE programme 
is one of many ways in which IMDA has 
been working with organisations throughout 
Singapore to support their data protection 
management programmes. From a newly 
incorporated SME to one that collects and 
uses personal data more intensively, the DPE 
programme can help organisations inspire trust 
and gain a competitive edge.

Organisations across industries stand to gain 
from enhancing their data protection practices, 
even in conventionally offline sectors like 

11. https://www.imda.gov.sg/dpe

Beyond Compliance: Building Trust  
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Contribution by Personal Data Protection Commission (PDPC)
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Food and Beverage (F&B). For Georges Bar & 
Restaurant, founder David Leong saw the DPE 
as critical to their business success. “We went 
for the DPE as data protection is not an option 
but an essential part of customer service. It 
should not be seen as an expense but as an 
investment towards customers’ confidence 
and overall experience,” said David.

A badge of trust: get certified with 
the Data Protection Trustmark
Over the years, many businesses, including 
AIG Singapore, Alibaba Cloud Singapore, 
M1, and MaNaDr have chosen to go further 
and demonstrate that they have put in place 
a sound personal data protection regime by 
getting certified with the Data Protection 
Trustmark (DPTM). The DPTM is a voluntary, 
enterprise-wide certification for organisations 
to demonstrate accountable data protection 
practices:

• DPTM is a badge of trust that recognises 
organisations with accountable personal 
data protection practices.

• DPTM-certified organisations can better 
handle and safeguard personal data.

• DPTM enhances organisations’ competitive 
advantage by strengthening consumer trust.

Adapted from Singapore’s Personal Data 
Protection Act (PDPA) and incorporating 
international benchmarks and best practices, 
the DPTM assures customers that organisations 
that they are dealing with, manage their 
personal data responsibly with proper 
data protection measures. Undergoing the 

certification assessment will help organisations 
increase their data governance standards, 
identify data protection gaps, and take steps 
to mitigate risks. DPTM can also serve as an 
accountability tool, playing a significant role 
in helping certified organisations strengthen 
their competitive advantage and build trust 
with customers and stakeholders.

Trust as a differentiator
As more businesses expand their presence 
online, the competition for customers will 
intensify. The ability to demonstrate that an 
organisation takes personal data protection 
seriously will give consumers the assurance to 
do business with it, sharpening its competitive 
edge in an increasingly crowded online 
environment. This is especially important as 
clients from both public and private sectors 
increasingly demand that their vendors 
demonstrate good personal data protection 
standards by having the DPTM certification. 
A robust data protection regime will protect 
one’s business from online threats that can 
disrupt operations and impact bottom lines. If 
you are a business looking to stand out from 
the rest, you can enhance your personal data 
protection policies with DPTM.

For more information on how to apply for 
DPTM certification, visit www.imda.gov.sg/
dptm.  If an organisation has ISO/IEC 27001 
and 27701 certifications, it may be easier to be 
DPTM-certified, as this means it has already 
demonstrated good information security and 
privacy information management standards.

“Data protection is a vital aspect of delivering exceptional customer 
experiences. Through the high standards of the Data Protection 
Trustmark certification, we have the confidence to leverage data 
and make personalised recommendations to our customers.”

Mr Stamford Low, Director, 
Customer Experience & Retail/ 
Data Protection Officer, M1 Limited.
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Leveraging Technology to Counter Scams
Contribution by Anti-Scam Command (ASCom), Singapore Police Force (SPF)
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Scams continue to blight Singapore’s 
cyber landscape, with the number of cases 
increasing from 31,728 in 2022 to 46,563 
in 2023. Everyone is vulnerable to scams. 
Scammers do not target victims based on age, 
gender, race, occupation, or financial status. 
There will always be new modalities and 
new tactics used by scammers. Despite the 
increase in the number of scam cases, the total 
amount reported to have been cheated from all 
scams registered a slight decrease of 1.3% to 
S$651.8 million in 2023, from S$660.7 million 
in 2022. This is the first time that the total 
amount lost to scams had dropped in the last 
five years. This drop is attributable to proactive 
and coordinated whole-of-government efforts 
and the strong public-private partnership in 
tackling the scam scourge.  

Investment and Job Scams
The use of social engineering and deception by 
scammers to induce victims to transfer monies 
to scammers continues to be high. Investment 
and job scams have consistently been featured 
in the top five scam types over the past two 
years. In investment scams, victims are usually 
enticed to transfer funds to top up fictitious 
investment accounts created by the scammers, 
with the promise of high returns. In job scams, 
victims are typically asked to perform simple 
tasks online for lucrative commission, such as 
making advance payment for purchases, liking 
social media posts, or providing reviews for 
businesses. Victims would be required to make 
fund transfers to complete the tasks.

Both scam types have several features in 
common. Victims may initially receive some 
returns or commission, luring them into making 

further, larger payments for greater earnings. 
Often, victims would only realise that they had 
been scammed when they are unable to cash 
out their earnings or run out of funds to meet 
the payment demands. The scams may go on 
for days or even months, as the oblivious victim 
is deceived by the scammer to transfer even 
more funds. Scammers may also provide new 
bank accounts to the victims to transfer funds 
to, after the previous accounts were frozen by 
the Police and banks.

Scam Intervention
The Anti-Scam Centre (ASC) under the SPF’s 
ASCom focuses on upstream interventions 
to disrupt scammers’ operations. Since its 
formation in 2019, the ASCom has expanded its 
partnerships to over 100 institutions, comprising 
local and foreign banks, card security groups, 
fintech companies, cryptocurrency houses and 
remittance service providers in Singapore. The 
strong public-private partnership has enabled 
the ASC to conduct proactive intervention for 
scam victims which include taking down scam-
tainted mobile lines, WhatsApp lines, online 
monikers and advertisements, freezing of bank 
accounts and e-wallets.

Project A.S.T.R.O
The ASC collaborates with banks to conduct 
upstream interventions to identify and alert 
victims. Earlier operations targeting investment 
and job scams entailed ASC officers retrieving 
and analysing funds flows of scam-tainted 
bank accounts to identify potential victims, 
before proactively engaging each victim to 
advise them to stop further money transfers.

To expand the outreach to scam victims, the ASC 
embarked on Project A.S.T.R.O (Automation 
of Scam-fighting Tactics & Reaching Out) 
to leverage technology to identify and alert 
scam victims across all scam types. The ASC 
works with the banks to automate information-
sharing, information-processing and the mass 
distribution of SMS alerts to scam victims using 
Robotic Process Automation. Many of these 
victims only realised that they had fallen prey 
to scams after receiving SMS alerts from the 
Police advising them to cease further monetary 
transfers. 

Project A.S.T.R.O was piloted with OCBC on 16 
March 2023, and was expanded to six banks 
(OCBC, DBS, UOB, HSBC, Standard Chartered 
and GXS) in December 2023. During this period, 
over 8,200 bank accounts were flagged to the 
banks, and more than 68,000 SMSes were 
sent to alert more than 28,500 victims. This 
proactive victim-centric approach averted over 

S$148 million of potential losses. Additionally, 
over 1,700 PayNow numbers used to perpetuate 
scams were blacklisted to prevent scammers 
from using them to receive proceeds of scam.

The information-sharing initiative under 
Project A.S.T.R.O enhances the banks’ ability 
to proactively detect customers who had made 
or attempted to make transfers to suspected 
scam accounts, and flag them to the ASC for 
intervention.

In one such intervention in July 2023, the 
ASC was alerted by a bank that a customer 
account had unusually large outgoing transfers 
(in tranches of over S$30,000) in quick 
succession. As the victim was uncontactable by 
phone, the ASC activated the Neighbourhood 
Police Centre’s Community Policing Unit to 
engage the victim at her residence, while the 
bank promptly placed a no-debit restriction 
on the victim’s account. When engaged, 
the victim was completely unaware of the 
withdrawals. Further inquiries revealed that 
she had downloaded malware onto her phone 
when trying to order fruits online. The malware 
allowed the scammer to gain control of her 
phone and internet banking facilities. The 
swift intervention from the Police and the bank 
prevented the victim from losing the remaining 
S$580,000 in her account.

Conclusion
Project A.S.T.R.O is part of the continued 
efforts by the Police and partnering banks to 
mitigate victims’ losses through innovation 
and technology. This initiative has enhanced 
the Police’s upstream interventions to alert a 
larger number of victims more efficiently and 
prevent significant losses. The fight against 
scams is continuous and we cannot rely on law 
enforcement efforts alone. Scams will continue 
to evolve. A discerning and vigilant public is 
key in our collective fight against scams. The 
Police will continue to work closely with key 
stakeholders and other government agencies 
to safeguard Singapore against scams.

SPF officers performing joint operations with partnering 
banks for Project A.S.T.R.O.
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BUILDING 
RESILIENCE: 
LESSONS 
LEARNT FROM 
CYBER-ATTACKS
In this day and age, digital threats such as 
ransomware, website hacks, and business 
email compromises have become ubiquitous 
challenges for organisations. This chapter 
delves into three case studies derived from 
notable incidents that were reported to CSA 
in 2023. The identities of the victims have 
been anonymised, and the case studies  
illustrate the impact of such cyber-attacks 
and the importance of good cyber hygiene 
and resilience. 
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ZTK Engineering Pte. Ltd. was a small-medium 
enterprise of about 130 employees. Situated 
in Benoi Sector industrial area, ZTK bustled 
with activity. The factory floor buzzed with 
the sound of milling machines and welding, 
while salespersons and other corporate staff 
hurried about in the offices, handling enquiries 
and orders. Although the firm was not large, 
it was a significant player in the market for 
construction materials.

Ransomware attack
Mr Low, the Chief Executive Officer and 
founder of ZTK, was thankful that the company 
seemed to have gotten back on track after a 
ransomware attack nearly three months ago. 
That cybersecurity incident had struck at the 
very heart of ZTK, encrypting their database of 
clients, emails, and vital business information, 
and brought the company to a complete 
standstill. With their database encrypted and 
vital systems compromised, the firm grappled 
with a crippling loss of productivity. Projects 
were delayed, deadlines missed, and client 
relations strained as ZTK struggled to regain 
their footing in the wake of the ransomware 
attack. The IT manager suspected that the 
hackers might have also stolen company 
data, such as emails and business records, 
but Mr Low simply could not deal with those 
problems then. His priority was restoring 
normal business operations. 

This account is based on an actual incident. However, 
the names of the organisations and individuals involved 
have been changed to safeguard their privacy.

Yet, despite the crippling blow dealt to them, 
ZTK had not yielded. Refusing to pay the 
hackers’ ransom demand of S$80,000 (in 
cryptocurrency) for the decryptor key was 
the easy part – Mr Low announced right 
from the onset of the incident that he will not 
negotiate with the cybercriminals. Instead, the 
entire firm rallied together, taking stock of the 
damage that had been done. Opting not to hire 
a forensics firm or cyber incident responder, 
ZTK instead decided to reformat corrupted 
systems and rebuild their databases. The last 
good backup of the database – dated more 
than two years ago – was of limited use, as the 
firm had picked up numerous customers and 
orders post-pandemic. 

For the next two months, Mr Low and his 
employees toiled tirelessly to fill in the gaps 
within their database and client lists, from 
both memory and old paper records. One 
consideration during the painstaking process 
of data recovery was whether to inform ZTK’s 
business partners that it had been hacked. 
There was no concrete proof (at least, not 
to ZTK’s IT manager) that the firm’s emails 

It Never Rains but It Pours: 
Ransomware-Scam 
Double Whammy

How a ransomware attack 
led to a local business being 
scammed of S$180,000 

or data had been stolen in addition to being 
encrypted. The impact to ZTK’s business 
partners also seemed marginal to Mr Low. After 
discussing with his staff however, Mr Low felt 
the responsible thing to do was to let their 
clients in on the incident. He recalled reading 
in the news about hackers sending phishing 
emails to their victims while pretending to be 
banks or government agencies, and thought 
they might impersonate ZTK. 

ZTK also decided that they would take steps 
to make sure that they would not be a soft 
target for another ransomware actor. From 
their internal investigations, they suspected 
that the potential initial access vector was 
their outdated software and lax security 
protocols, typified by Mr Low’s own account 
login password: “low1234”. Mr Low was a 
firm believer in the old proverb, “don’t fix 
it if it isn’t broken”, and had long resisted 
upgrading ZTK’s suite of outdated software. 
This incident changed his mind. ZTK upgraded 
their software (including the latest operation 
system) and security processes (such as not 
allowing employees to log in to the company 
network with personal devices) to prevent 
future attacks.

As Mr Low reflected on their journey, a sense 
of pride welled within him. Despite the incident 
and the disruption it caused, ZTK had emerged 
stronger than before. Everything seemed to be 
back to normal, and Mr Low was able to think 
of his expansion plans again. But little did he 
know, ZTK’s trials were far from over.

An enticing email
On 21 March 2023, lost in his thoughts,  
Mr Low scrolled through his emails. He only did 
so occasionally, as he had long since delegated 
duties (including purchasing and sales) to 
his staff, but ZTK’s business partners still 
preferred to copy him in their correspondence. 
Suddenly, one message from a couple of days 
ago caught his eye. A seemingly innocuous 
offer from Goodluck Machinery, one of ZTK’s 
longstanding business partners, offering a 
deal too enticing to ignore.

Half price! In the two decades of being 
business partners, Mr Low had never had 
such an offer from Goodluck. He quickly called 
Zachary, his sales manager. Zachary had seen 
the same email, and replied that he had just 
transferred S$180,000 to Goodluck’s bank 
account, and printed out the purchase order 
for Mr Low to inspect.

Mr Low was slightly surprised when he saw 
that Goodluck had asked for payment to be 
sent to a different bank account from the one 
it usually used. However, he thought nothing 
further of it; perhaps Goodluck had its reasons 
for offering a promotion. 

The scam is revealed
About two weeks later, ZTK had not received 
the shipping details for the steel plates. 
Thinking it nothing more than a routine delay, 
Mr Low asked Zachary to check with Greg from 
Goodluck Machinery what the hold-up was. 

Greg’s answer hit Mr Low and Zachary like 
a ton of bricks: He didn’t send the email and 
had made no such offer. Zachary snapped a 

From: Goodluck Sales <sales@
goodlluck_machinery.co.uk>
To: Zachary Neo <Zachary.neo@ztk.
com.sg>
Cc: Low ZTK <lowztk@ztk.com.sg>

RE: Discounted steel plate clearance 

Dear Zac and Low,
How are you? Today’s your lucky day. We 
just conducted a stocktake and want to clear 
out some surplus steel plates. Would like to 
offer you 80 pieces 3/4 inch at half price. 
We are feeling generous, so I’d even throw 
in shipping for free. Am a little strapped for 
cash now, so we need full payment upfront 
this time. Let me know if you are keen.

Regards,
Greg

G



88 BUILDING RESILIENCE: LESSONS LEARNT FROM CYBER-ATTACKS  89

picture of the email and sent it over to Greg’s 
Whatsapp. Again, Greg replied that it wasn’t 
him and they did not use that bank account. 

But how? Had ZTK been scammed? The email 
and subsequent invoice appeared genuine, 
complete with Goodluck’s logo and written in 
Greg’s easy-going style. And who – and how – 
would the scammer know the details of ZTK’s 
business relationship with Goodluck to send 
the email? 

What really happened 
The signs of the scam were subtle. The 
spoofed email address from Goodluck. The 
unfamiliar bank account. But all this could only 
have been enabled by someone with access to 
ZTK’s internal workings and correspondence.

What had happened was that the ransomware 
hackers exfiltrated ZTK’s emails after 
encrypting its databases. They combed 
through the firm’s correspondences, and 
mined them for valuable insights into ZTK’s 
operations and business dealings. With 
this knowledge of the firm’s affairs at their 
disposal, they had hatched the cunning plan to 
spoof one of ZTK’s trusted partners and exploit 
this trust for financial gain. The longstanding 
relationship between Goodluck and ZTK was 
so strong that Mr Low was quick to approve 
the purchase.

Mr Low immediately instructed Zachary to 
contact the bank to halt the transaction, but it 
was too late; the transaction had been executed 

While ransomware coupled with BEC 
attacks are less common, re-victimisation 
of ransomware targets is not a new 
phenomenon and was reported to be 
observed since 2020. Through the analysis 
of data leak sites, researchers have 
observed some victims to be hit by the 
same/another ransomware group a certain 
period after the victims first suffered a 
ransomware attack. This could be due to 
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the victim being attacked again through 
the same/another initial access vector, 
or due to the victim’s stolen data being 
re-used by another ransomware group 
for extortion. This reflects a complex 
cybercrime industry that will continue to be 
a significant threat, and highlights the need 
for proper remediation by organisations 
after suffering a cyber-attack.

days ago. Further enquiries by the bank with 
its counterparty indicated that the money had 
been quickly transferred out of the receiving 
account, to another bank account overseas. 
Frustrated, Mr Low reported the scam – as 
well as the preceding ransomware attack – 
to the Singapore Police Force and CSA. The 
authorities informed Mr Low that they would 
reach out to their international partners for 
assistance, but there were no guarantees that 
they would be able to reclaim the money. To 
ensure that the ransomware incident had been 
properly mitigated, CSA’s SingCERT officers 
then analysed ZTK’s network. SingCERT 
found several backdoors installed by the 
hackers to maintain access to ZTK’s systems. 
These were swiftly quarantined and purged 
from the network.

In the aftermath of the business email 
compromise (BEC) attack, Mr Low and ZTK 
had to confront the sobering truth — they 
were not immune to deception, no matter how 
vigilant they appeared. The incident also made 
them realise that a single cyber incident could 
lead to another attack. 

“I think one problem was that we did not know 
what was stolen, so we had no idea what the 
hackers would do next. And when we did not 
hear from the ransomware gang, we thought 
that was the end of it,” said Mr Low, reflecting 
on the entire incident. “We could have definitely 
done a better job dealing with the ransomware 
attack and informed the authorities right from 
the beginning.”

Manipulated: Malicious 
Redirect of Company Website 

In May 2023, Lets Medical, a local medical 
device supplier, found itself in a cybersecurity 
ordeal. The company relied on its WordPress 
website as the key platform for customer 
outreach and order processing. Mr Lin, 
the company owner, received a call from a 
regular customer asking why Lets Medical’s 
website had been down for the past four days.  
Upon checking, Mr Lin discovered that his 
company’s website was being redirected to 
another site which, fortunately, appeared to be 
blank. Mr Lin immediately suspected that he 
had been hacked, and that the hackers might 
have also managed to breach his company’s 
network to carry out other malicious activities. 

By Mr Lin’s own admission, Lets Medical’s 
cybersecurity posture was modest at best. It 
was overseen by an IT staff of one, Brian, who 
only had basic training in cybersecurity. The 

compromised website had been developed 
by an external vendor more than two years 
ago and was not updated or patched regularly, 
likely leading to the presence of unpatched 
vulnerabilities that were exploited by the 
hackers. 

Anxious to resolve the issue and recognising 
a lack of requisite skillset, Brian turned to an 
unconventional resource: ChatGPT. Following 
ChatGPT’s advice, Brian received guidance 
on how to (a) identify the method in which 
company’s website was compromised (see 
Figure 1); (b) install a malware scanner plugin 
suitable for WordPress; and (c) decode and 
understand the behaviour of potentially 
malicious code injected into Lets Medical’s 
website (see Figure 2). Armed with this 
knowledge, Brian then proceeded to remove 
the malicious code, thus resolving the issue.

This account is based on an actual incident. However, the names of the 
organisations and individuals involved have been changed to safeguard 
their privacy.

How an SME suffered a website hacking 
incident and used ChatGPT for preliminary 
incident response
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Figure 1. Redacted screenshot provided by Brian, asking ChatGPT how to resolve the malicious redirection. 

Figure 2. Redacted screenshot provided by Brian, asking ChatGPT regarding the potentially malicious code  
flagged by a malware scanner. 

Follow-up actions 
Haunted by his lingering fear of further 
compromise, Mr Lin reported the incident to 
SingCERT for advice. Under their guidance, 
he undertook a wider review to identify 
any indicators of unauthorised access, 

Kudos to Brian for his resourcefulness in 
leveraging generative AI tools like ChatGPT 
to diagnose and address the cybersecurity 
challenge faced by Lets Medical. AI tools 
can be helpful, particularly for SMEs that 
lack resources or knowledge to respond 
effectively to cyber-attacks. Nonetheless, 
SMEs should be careful not to over-rely 
on such tools – they may not be able 
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to provide advice against sophisticated 
threats or incidents, or provide the most 
appropriate guidance for users. Further, as 
the old adage goes, ‘prevention is better 
than cure.’ Prioritising cybersecurity helps 
reduce the risk of successful attacks, and is 
a more cost-effective strategy than merely 
responding to cyber incidents.

strengthened access controls, and enhanced 
employee education on cybersecurity. These 
measures allowed Lets Medical to recover 
more robustly from the incident and improve 
its overall cybersecurity posture.

The cyber-attack was a close shave, and 
LINX Singapore knew that it could not take 
more chances. It committed to a journey 
of significant cybersecurity enhancement, 
aiming to not just safeguard its financial assets 
but also to protect its operational integrity and 
maintain its reputation in the industry.

Partnering with CSA  
for cyber resilience
LINX Singapore embarked on a comprehensive 
cybersecurity enhancement journey, with their 
employees – a primary target for phishing 
and social engineering – at the forefront of 
this initiative. Equipping their staff with the 
knowledge to detect and counteract cyber 
threats was paramount, and they are supported 
by advanced hardware and software solutions 
to fortify the company’s digital perimeters.

LINX Singapore, a machine vision technology 
company, found itself the target of a cyber-
attack that could have cost the company 
dearly, but did not let the cybercriminals get 
the better of them. Cybercriminals, with a  
high degree of cunning and technical 
sophistication, managed to infiltrate an ongoing 
email correspondence between LINX Singapore 
and one of its suppliers. Their strategy involved 
creating a domain name strikingly similar to the 
supplier’s, complemented by a forged signature 
of the supplier’s Chief Financial Officer. This 
attempt to defraud LINX Singapore of hundreds 
of thousands of dollars nearly succeeded due 
to the convincing mimicry of the legitimate 
communication channels. If not for the efforts of 
an alert and vigilant LINX Singapore employee, 
who decided to verify with the supplier directly,  
the company might have well fallen victim to 
the scam.

How LINX Singapore emerged stronger after 
a close shave with cybercriminals

A Journey Towards Cybersecurity 
Excellence: The LINX Singapore Story
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LINX Singapore’s commitment extends beyond 
certification – they continue to invest in 
digitising business operations and enhancing 
IT infrastructure security. As a leader in 
distributing cutting-edge machine vision 
and automation products, they recognise the 
importance of robust cybersecurity measures 
across its regional offices, including Malaysia 
and Thailand.

A continuous journey towards 
cyber excellence
The path to cybersecurity excellence is 
ongoing. For LINX Singapore, obtaining the 
Cyber Trust (Practitioner) certification is 
not the culmination, but a milestone in their 
continuous journey towards cyber resilience. 
Their story serves as an inspiration for other 
companies to embark on their cybersecurity 
journeys, contributing to a safer digital 
environment for all.

To bolster their cybersecurity posture, LINX 
Singapore embarked on the CSA’s Cyber Safe 
SG programme, and decided that they would 
achieve certification under the Cyber Trust. 
Achieving the Cyber Trust mark was a mark of 
distinction in cybersecurity – it meant that the 
bearer had robust cybersecurity practices.

Selecting a CSA-recommended cybersecurity 
consultancy was a pivotal step in LINX 
Singapore’s journey. The consultant’s expertise 
not only helped LINX Singapore navigate 
the certification process but also facilitated 
the implementation of robust cybersecurity 
measures and employee training programmes.

Achieving Cyber Trust 
(Practitioner) certification
In 2023, LINX Singapore finally achieved 
the Cyber Trust (Practitioner) mark. This 
certification not only enhanced LINX 
Singapore’s credibility but also strengthened 
the confidence of their suppliers, vendors, and 
customers.
 

LINX Singapore’s journey underscores 
the criticality of cybersecurity in 
today’s digital domain. LINX Singapore 
advocates for a collective effort among 
Singapore companies to attain the Cyber 
Trust (Practitioner) certification, thereby 
creating an environment in Singapore 
that enhances business attractiveness 
and security in the digital age.

A CALL TO ACTION FOR  
SINGAPORE ENTERPRISES

The rise of Ransomware-as-a-Service (RaaS) has 
made it easy for attackers to deploy ransomware. 
While understanding the characteristics of the 
malware can save incident responders significant 
time in their investigations, the unpredictability 
of Tactics, Techniques, and Procedures (TTPs) 
used by attackers continues to pose a challenge 
for investigators.

Imagine having an attacker sitting in your 
network, gathering information and potentially 
watching your every move. At the same time, 
it plots its next move, and awaits the best time 
to strike and cause maximum damage. Victim 
Prime (alias) had its data encrypted and was 
held ransom by an attacker that waited for the 
perfect opportunity to strike. The attack was 
stealthy, swift, and widespread – more than 
1,600 machines across the victim’s global 
networks were encrypted, and approximately 
500GB of data was exfiltrated to the attacker’s 
infrastructure.

Despite the significant damage caused by the 
attacker, Victim Prime held its ground and refused 
to give in to the attacker’s ransom demands. 
Instead, Victim Prime opted to engage Ensign’s 
incident response services to help them 
determine the root cause of the attack, contain, 
and eventually recover from the incident.

1. Mr Lim Minhan is Head of Consulting, Ensign InfoSecurity. Mr Melvin Seah is Director of Hunt and Incident Response, Consulting, and Mr Timothy 
Wong is Analyst, Hunt and Incident Response, Consulting, Ensign InfoSecurity.

What happened during  
the incident response
The ransom note left by the ransomware actor 
contained a familiar-looking email address 
for contacting the attacker. Ensign’s incident 
responders have seen this exact family of 
ransomware – the BlackCat ransomware – 
before, for a previous case involving Victim 
Beta (alias), and immediately tapped into the 
case for insights. The team hoped to draw 
parallels between both cases to facilitate the 
investigation process. 

We’ve got history
In Victim Beta’s case, it was determined that 
a leaked account was used to gain access 
to one of the victim’s machines. This was 
then used to access two other machines via 
Remote Desktop Protocol, leading to files 
on both machines being encrypted by the 
attacker. Ensign’s incident responders had 
then also extracted the ransomware from the 
machines for analysis. The following TTPs by 
the attackers were observed from the incident 
involving Victim Beta:

Who Let the BlackCat Out of 
the Bag: Tailing the BlackCat 
Ransomware-as-a-Service

By Mr Lim Minhan, Mr Melvin Seah, and Mr Timothy Wong1, Ensign

Cybersecurity firm Ensign 
InfoSecurity (Ensign) provides 
an insider perspective of how it 
helped a client recover from a 
BlackCat ransomware attack
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Findings for current incident
For Victim Prime, Ensign narrowed the root cause 
to a few critical vulnerabilities in a well-known 
network device used by the victim. Patches 
were available, but unfortunately the device 
was not kept updated, allowing an opportunistic 
attacker to exploit the vulnerabilities.

Prior to the ransomware deployment, Victim 
Prime’s IT team and Security Operations 
Centre monitoring had observed several 
unauthorised installations of a remote-control 
software, which was subsequently installed 
en masse across computers in Victim Prime’s 

network. This was done through creation of 
a group policy (MITRE Technique T1484.001), 
suggesting that the attacker had escalated 
privileges to that of a domain administrator.

Discovering that Victim Prime’s IT team 
had detected the intrusion and was actively 
taking steps to mitigate it, the attacker hastily 
executed its last mile operations, detonating 
the ransomware. Over 1,000 systems were 
affected by the ransomware – a fraction of 
the overall number of IT systems operated by 
Victim Prime. 

TA0001: 
Initial 
Access

TA0004: 
Privilege 
Escalation

TA0042: 
Resource 
Development

 
TA0008: 
Lateral 
Movement

TA0005: 
Defence 
Evasion

TA0003: 
Persistence 
 

TA0010: 
Exfiltration
 

TA0040: 
Impact

T1078.002:  
Valid Accounts – Domain 
Accounts

T1078.002:  
Valid Accounts – Domain 
Accounts

T1588.001:  
Obtain Capabilities – Malware 
 

T1021.001:  
Remote Services – Remote 
Desktop Protocol

T1070.001:  
Indicator Removal – Clear 
Windows Event Logs

T1133:  
External Remote Services
 

T1048:  
Exfiltration Over Alternative 
Protocol

T1486:  
Data Encrypted for Impact

T1490:  
Inhibit System Recovery

Attacker had access to one of Victim Beta’s 
domain accounts, which might be from a 
past compromise or a password breach.

Attacker could elevate his privileges to that 
of an administrator.

 
Every variant of the ransomware was likely 
specially crafted for each victim, as a match 
could not be found on threat intelligence 
sources.

Access to other victim machines was done 
using Remote Desktop Protocol.

 
The ransomware executable performed 
some anti-forensics actions.

 
A third-party remote access application 
may have been deployed for the attacker to 
connect back into the victim’s network.

The victim’s data had been exfiltrated, 
possibly for double extortion.

 
The ransomware executable would perform 
anti-recovery actions before it starts to 
encrypt the machine.

DESCRIPTIONTECHNIQUES TACTICS

MITRE ATT&CK TACTICS AND TECHNIQUES  
OBSERVED IN THE INCIDENT INVOLVING VICTIM BETA

With the help of Ensign’s incident responders, 
Victim Prime’s IT team managed to regain 
control within hours. Internet connection was 
severed, and affected systems were isolated to 
prevent further spread of the ransomware. The 
team traced the attack activities, and identified 
key systems controlled by the perpetrators to 
execute their attacks. System artefacts were 
collected and analysed; reverse engineering 
was carried out on malware identified. The 
team built on their understanding of BlackCat’s 
TTPs, and leveraged the knowledge to 
implement the extensive containment and 
eradication measures that followed. These 
included resetting accounts, rebuilding 
affected systems (including Active Directory 
systems), sanitising the remaining systems, 
and deploying endpoint defence. Although full 
recovery took weeks, this was considerably 
shorter compared to other global organisations 
that were hit by ransomware attacks. That was, 
arguably, attributable to early detection and 
intervention measures.

Ensign’s analysts also discovered from firewall 
logs that about 500GB of data had been 
exfiltrated. The team provided continuous 
deep and dark web monitoring for data 
exposure. Perhaps due to early intervention, 
the perpetrators were unable to complete the 
full extent of data exfiltration, and thus, there 

were no data exposure detected, nor were there 
double extortion attempts by the ransomware 
group.

Looking forward 
In late 2023, the Federal Bureau of Investigation 
(FBI) seized several websites belonging to 
BlackCat, and developed a decryption tool to 
help victims recover their files. Nonetheless, 
the seizure was only limited to websites and 
infrastructure known to be associated with 
BlackCat, and it was always going to be difficult 
to eradicate the ransomware group completely, 
or even prevent its re-emergence. In fact, 
Ensign’s threat analysts picked up BlackCat-
associated activities soon after the FBI seized 
its assets. Some of these activities targeted the 
healthcare sector in the US.

As the saying goes, a cat has nine lives. The fight 
against ransomware requires a comprehensive 
approach that should include measures to 
prevent monetisation of ill-gotten gains, and 
the arrest of key syndicate members. For now, 
however, BlackCat escaped and got to live 
another day. It will be prudent for organisations 
to take a proactive approach to securing their 
digital environment against BlackCat, and other 
ransomware groups like it.
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TOMORROW’S 
DIGITAL 
SECURITY 
CHALLENGES
The cyber landscape is constantly evolving, 
presenting fresh and difficult challenges to 
cyber defenders. This chapter begins with 
a commentary by the Centre of Excellence 
for National Security (CENS) at the  
S. Rajaratnam School of International Studies 
(RSIS) at NTU, examining how the age-
old problem of inadvertent and intentional 
insider threats continue to pose challenges 
for organisations. Having explored the 
operational and technological implications 
of AI in the earlier chapters, we conclude 
this chapter by reviewing how future AI 
developments may further impact the cyber 
threat landscape.
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You might expect a bank or a military 
organisation to have extremely robust 
and secure computer systems. Banks are 
responsible for providing banking services for 
thousands of businesses and individuals and 
hold not only their sensitive data but also their 
money. Military organisations are responsible 
for defending their nations and hold highly 
classified information that could jeopardise 
national security or destabilise world peace. 
Most of the time, their computer systems serve 
their functions every day without interruption 
and without interference. But nobody’s perfect.

In the first tale, DBS and Citibank experienced 
severe disruptions to internet banking and 
payment services. For eight to twelve hours, 
their customers were unable to make online 
transactions, make or receive cashless 
payments at shops, or even withdraw money 
from their ATMs. The impact was also felt by 
people and businesses who were not DBS 
or Citibank customers, because of the large 
proportion of shops, vendors, and food outlets 
who rely on these two banks for their point-
of-sale systems. Those were very long hours 
for individuals and businesses who were not 
holding cash or able to receive cash.

This island-wide outage was not caused by a 
nation state cyber-attack, or by cybercriminals 
on a ransomware campaign. Instead, 
investigations showed that it was caused 
when a contractor at the multinational data 
centre company, Equinix, incorrectly closed 
the valves from the chilled water buffer tanks 
during a system upgrade, resulting in a failure 

Three Tales of Insiders –  
Infiltrators and Inadvertent 

PERSPECTIVES FROM 
ACADEMIA

By Mr Benjamin Ang,1 CENS, RSIS

1.   Mr Benjamin Ang is a Senior Fellow and Head of Centre of Excellence for National Security (CENS), and Head of Digital Impact Research at the 
S. Rajaratnam School of International Studies (RSIS), Nanyang Technological University (NTU).

of the cooling system, which affected the data 
centre’s equipment. Since both banks relied on 
the data centre’s equipment for their payment 
and banking services, the failure caused them 
to suffer outages.

At this point, some readers may be questioning 
the relevance of this story to cybersecurity, 
when no nation states, cybercriminals or even 
random casual hackers were involved. But not 
every cyber threat has to involve external threat 
actors. Under the “CIA Triad” of cybersecurity: 
Confidentiality, Integrity, and Availability, any 
interference with the functioning and access to 
computer systems is a breach of the Availability 
limb, regardless of whether it is intentional or 
inadvertent. 

It makes little difference to the businesses and 
individuals affected when financial services 
are brought to a standstill nationwide whether 
this was caused by an accidental mistake of a 
random contractor inside the data centre, or 
an intentional breach from outside. One also 
wonders what damage could have been caused 
if a contractor had been persuaded, bribed, 
or blackmailed by threat actors into acting 
intentionally.

For those who prefer stories of nation state 
cyber espionage, the second tale of a breach 
of Confidentiality may be more interesting. 
Hackers leaked an audio recording of four high-
ranking German air force officers discussing in 
a video call how their Taurus long-range cruise 
missiles could be used by Ukraine against 
Russian forces. The Russians were accused of 
hacking the call and leaking the audio.

However, this breach apparently was not 
caused by Russian hackers breaching the highly 
secure German air force computer systems. It 
is believed that a senior German military officer, 
who was attending the Singapore Air Show, had 
dialled into the video call using an unsecured 
connection – possibly using his mobile phone 
or his hotel’s Wi-Fi – instead of using a secured 
military connection. 

While the German Defence Minister appeared 
relieved that his core military communication 
systems had not themselves been compromised, 
he probably was not too pleased that sensitive 
military discussions had been intercepted 
because of the mistake of one individual.

In the third tale, it was reported that NCS, 
one of Singapore’s leading information and 
communication technology (ICT) companies 
with regional business in consulting, digital 
technology, and cybersecurity, suffered a breach 
of Integrity costing almost a million dollars 
of damage, when a disgruntled ex-employee 
deleted 180 virtual servers. Due to what they 
called “human oversight”, the company did not 
remove the ex-employee’s network access 
when he left, so he was still able to access its 
network over the following months. 

Fortunately, none of the company’s local 
or regional clients in government, defence, 
telecommunications, financial services, or 
transportation, appear to have been affected. 
One can only wonder what could have 
happened if the ex-employee had used his 
access to tamper with those clients’ data 
instead of merely deleting virtual servers.  

These tales show how cyber threats can come 
through vulnerabilities that are not in the 
victim’s main computer systems, but that are 
found in connected systems like a data centre, 
public Wi-Fi network, or an ICT provider. 
This happens because businesses and 
organisations may be increasingly adopting 
outsourcing and cloud computing for greater 
productivity and efficiency. Combating supply 
chain attacks like these are challenging, and 
require a combination of thorough vendor 
management, regular risk assessment of the 
threat landscape, and tight access control. 

Supply chain risks have also triggered 
amendments to Singapore’s Cybersecurity 
Act, which extend the law to cover connected 
systems like virtual systems and cloud 
infrastructure. The amendments should help 
to clarify the respective responsibilities of 
critical information infrastructure owners and 
their suppliers. 

Finally, what these three very different tales 
have in common is that these large organisations 
had the technology to provide very high levels 
of cybersecurity but suffered breaches 
because people – the insiders – failed to follow 
the correct process. A contractor accidentally 
shut down a cooling system, a senior military 
officer used an unsecured connection, and 
someone in the relevant department allowed 
an ex-employee’s account to remain active.

People need better training and communication, 
to ensure that such mistakes are not repeated. 
Processes need to be tightened to prevent 
people from making these mistakes, such 
as requiring confirmation before shutting 
down essential functions, or restricting how 
people can connect to sensitive calls, or 
running regular audits of who has access to 
networks. Technology can help by raising 
alarms when critical systems are being shut 
down, or by making secure connections the 
default option, or by detecting unauthorised 
access. The insider threat remains one of the 
most challenging and widespread risks to 
organisations, and it will take a concerted effort 
on all fronts to mitigate it.
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2023 marked a launching point for AI. The 
scale of AI improvements and adoption – 
which reached unprecedented levels in 2023 
– is projected to grow even further in the near 
future. According to a March 2024 Bloomberg 
report, the Gen AI market will be valued at 
US$1.3 trillion by 2032, with the adjacent 
training market reaching US$470 billion as 
well.2 This growth will drive technological 
breakthroughs in areas such as processing 
power and training data – currently, limiting 
factors to the further growth of AI. 

Malicious actors are likely to benefit from this 
as well. In the previous chapters, we read about 
how malicious actors exploited AI to enhance 
various aspects of cyber-attacks, such as for 
social engineering or reconnaissance. These 
malicious applications are likely to ramp up 
in future, driven by the ever-growing stores 
of data, which can be used to train AI models 
for higher quality results. Additionally, as more 
companies begin to incorporate AI components 
into their processes, interaction with these 

Thanks AI-Researchers,  
for Everything!

technology stacks will continue to grow, thus 
inevitably presenting a larger attack surface for 
malicious actors to exploit. 

One other curious, but seldom-mentioned, 
outcome of such developments is that 
malicious actors can be an unintended 
beneficiary of legitimate research into 
the malicious applications of Gen AI. As 
cybersecurity researchers continue to disclose 
proof-of-concepts on how AI can be used for 
cyber-attacks, cybercriminals and other threat 
actors have been paying close attention. This is 
already happening in the current cybersecurity 
landscape, where threat actors often attempt 
to re-create and operationalise research 
findings by incorporating them into various 
stages of the cyber kill-chain. For instance, 
hackers often reverse engineer patches to 
discover programming flaws, or take advantage 
of vulnerability disclosures to target their next 
victims. The following are some possible 
advancements in AI research that malicious 
actors may leverage in future cyber-attacks: 

AI-proliferated worms  
(potentially leveraged in the Delivery, 
Exploitation, Installation, and Actions on 
Objectives stages of the cyber kill chain) 

The extensive incorporation of AI components 
into business processes could inadvertently 
assist the delivery and spread of malware, in 
the form of AI-proliferated computer worms. 
Researchers demonstrated in March 2024 that 
this is entirely possible based on a proof-of-
concept malware, nicknamed “Morris II”, which 
is a “zero-click worm” targeting Gen AI-powered 
email assistants. The worm uses adversarial 
self-replicating prompts (embedded within 
text or images of an email), which prompt the 
Gen AI email assistant to (i) engage in malicious 
activities (e.g. spamming/exfiltrating personal 
data) and (ii) spread the malware to other Gen AI 
models within the ecosystem. While “Morris II” 
has not been observed in the wild, threat actors 
will likely be able to replicate, and leverage the 
research in their attacks soon. 

Automated hacking 
(potentially leveraged in the Reconnaissance, 
Weaponisation, Delivery, and Exploitation 
stages of the cyber kill chain) 
The ballooning of training data will likely 
facilitate domain knowledge improvements 
in existing large language models (LLMs). 
Presently, tools which rely on inherent domain 
knowledge in LLMs face challenges executing 
complete scenarios successfully. One such tool 
demonstrated by researchers in August 2023 
was PentestGPT, an LLM-powered automatic 
penetration testing tool that leverages inherent 
domain knowledge in LLMs to uncover and 
exploit vulnerabilities. Although adept at 
executing complex commands compared to 
human experts, the LLMs appeared to face 
difficulties in maintaining a coherent grasp of 
the overarching testing scenario, struggling to 
apply their reasoning consistently toward the 
final objective. However, as domain knowledge 
continues to improve in future, both penetration 
testers and malicious actors alike will be able 
to use such tools for their causes, to a greater 
degree of success.

Automated payload crafting 
(potentially leveraged in the Weaponisation, 
Delivery, and Exploitation stages of the cyber 
kill chain)

Malware payloads cause a variety of mayhem, 
such as data exfiltration or encryption. At a 
rudimentary level, LLMs can potentially be 
misused to assist in the crafting and refining 
of payloads for deployment in cyber-attacks. 
For instance, by training LLMs with different 
malware samples, researchers have managed 
to generate new payloads with a higher 
success at evading detection. At a more 
sophisticated level, Gen AI can also be used 
to develop dynamic malware payloads that 
are responsive to the target environment and 
capable of reinforcement learning. This may 
enhance the malware’s effectiveness and/
or evasion capabilities by mutating based on 
the target’s cyber defences. While current 
LLM models require significant fine-tuning 
and human supervision to generate malware 
samples, it appears increasingly likely that 
automated crafting of attack payloads will one 
day be possible through the use of Gen AI. 

It is only a matter of time before existing 
limitations to AI technology are overcome 
and AI-enabled exploits come to pass. Well-
resourced threat actors such as APTs or 
organised cybercriminal groups, which already 
have substantial technical sophistication, are 
in the best position to reap AI’s full potential. 
This could thus enable them to explore novel 
ways of using AI in cyber-attacks, including 
for malware and exploit development. 
Lesser-skilled threat actors are likely to use 
AI opportunistically to improve their social 
engineering and reconnaissance. Regardless, 
Gen AI’s development is likely to mirror 
the Internet’s: while it has revolutionalised 
global communication, education, access to 
information, and brought about tremendous 
benefits, it has also enabled cybercrime, 
scams and the spread of misinformation. In 
this respect, Gen AI will be as much a bane as 
a boon to the world. 

2. Generative AI races toward $1.3 trillion in revenue by 2032, Bloomberg, 8 March 2024.
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Advanced Persistent Threat (APT) 
 An attack in which perpetrators 

successfully gain access to a targeted 
system and stay undetected for a long 
period of time to exfiltrate, modify, or 
destroy critical data. APTs can also refer 
to the advanced, and often state-linked 
or state-sponsored threat actors that 
conduct extended campaigns, such as 
cyber espionage.

Artificial Intelligence (AI) 
 Refers to a set of capabilities through 

which computer systems can demonstrate 
human-like behaviour and complete tasks 
which typically require human intelligence. 
Some of AI’s varied applications include 
recommendations and decision systems, 
understanding speech and natural 
language, and generative AI tools that can 
produce various types of content such as 
text, images, and synthetic data. 

Attack Surface 
 Referring to all vulnerable resources of a 

system, or the sum of the points through 
which an attacker could try to enter an 
environment.

Bot/Botnet 
 An automated software program used 

to carry out specific tasks. A botnet is 
a network of compromised computers 
infected with malicious bots, controlled as 
a group without the owners’ knowledge.

Command and Control (C&C or C2) servers
 Centralised devices operated by 

attackers to maintain communications 
with compromised systems (known as 
botnets) within a targeted network.

Critical Information Infrastructure (CII) 
 The computer or computer system 

necessary for the continuous delivery 
of an essential service, which the loss 
or compromise thereof will have a 
debilitating effect on the availability of 
essential services in Singapore.

Glossary

Cryptocurrency 
 A form of digital token secured by 

cryptography and can be used as a 
medium of exchange, a unit of account, 
or a store of value. Used synonymously 
with digital or virtual currency. Examples 
include Bitcoin, Ether, and Litecoin.

Cyberspace 
 The complex environment resulting 

from the interaction of people, software 
and services on the Internet by means 
of technological devices and networks 
connected to it, which does not exist in 
any physical form.

 Singapore’s cyberspace includes domain 
names with “.SG” or Singapore-mentions, 
Internet Protocol (IP) addresses used in 
Singapore, and Internet Service Providers 
(ISPs) located here. 

Dark Web 
 A section of the Internet only accessible 

through software that allows users to 
remain anonymous or untraceable. The 
Dark Web is part of the Deep Web. The 
Deep Web encompasses web resources 
that search engines like Google and Yahoo 
cannot find, such as legitimate but private 
resources (e.g. email), or public resources 
behind a paywall or log-in wall (e.g. paid 
journal subscriptions).

Data Breach 
 The unauthorised access, collection, 

use, disclosure, copying, modification, or 
disposal of personal data or confidential 
information in an organisation’s 
possession or under its control. 

Denial-of-Service (DoS)/ 
Distributed DoS (DDoS) 
 Where an attacker attempts to prevent 

legitimate users from accessing 
information or services online. The most 
common and obvious type of DoS attack 
occurs when an attacker “floods” a 
network with information. In a distributed 

DoS attack, an attacker takes unauthorised 
control of multiple computers, which may 
be harnessed as a botnet, to launch a DoS 
attack.

Hacktivists 
 An individual or a group who wants to 

undermine the reputation or destabilise 
the operations of an entity, or to publicise 
their political or social agenda and gain 
recognition, usually by conducting DDoS 
attacks or hacking an organisation’s 
website.

Infected Infrastructure 
 Compromised devices within SG 

cyberspace abused by attackers for 
malicious purposes, such as conducting 
DDoS attacks or distributing malware and 
spam.

Internet of Things (IoT) 
 The vast network of everyday objects, such 

as baby monitors, printers, televisions, and 
autonomous vehicles, that are connected 
to the Internet.

Malware 
 Malicious software intended to perform 

unauthorised processes that will have 
adverse impact on the security of a 
computer system, such as virus, worm, 
Trojan horse, spyware and adware.

Operational Technology (OT) 
 Computing systems that are used to 

manage industrial operations. OT systems 
include production line management, 
mining operations control, oil and gas 
monitoring, etc.

Personal Data/ Information 
 Data which, on its own (e.g. full name, 

NRIC number) or in combination with other 
available data (e.g. medical or educational 
information), can be used to distinguish or 
trace an individual’s identity. 

Phishing 
 A common technique used by threat actors 

to trick people (typically through emails) 
into divulging personal information, 
transferring money, or installing malware.

Ransomware 
 Malware that encrypts files on a victim’s 

device, rendering them unusable until 
a ransom is paid, usually in the form of 
Bitcoin or other cryptocurrencies. It may 
spread through phishing emails that 
contain malicious attachments or links, 
or malicious pop-ups that appear when 
users access unsafe websites.

Red Teaming 
 An exercise that focuses on systematically 

and rigorously (but ethically) identifying an 
attack path that breaches an organisation’s 
security defences using real-world attack 
techniques.

Spoofing 
 Tricking computer systems or other users 

by hiding or faking one’s true identity. 
Commonly spoofed targets include emails, 
IP addresses, and websites.

Spyware 
 Software designed to enter a device to 

gather data and forward it to third parties 
without knowledge or consent.

Trojan 
 A type of malware which disguises itself 

as a legitimate software to trick users 
into downloading and installing it on their 
systems. Once activated, the malware 
will carry out malicious actions that it is 
designed for.

Zero Day vulnerabilities 
 A vulnerability in a system or device that 

has been disclosed but is not yet patched.

 



104 TOMORROW’S DIGITAL SECURITY CHALLENGES

www.csa.gov.sg


