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 tion models with widely available model weights while 
 managing and mitigating the attendant risks, Section 
 4.6 of the EO tasked the Secretary of Commerce, acting 
 through the Assistant Secretary of Commerce for Com-
 munications and Information and in consultation with 
 the Secretary of State, with soliciting feedback “from 
 the private sector, academia, civil society, and other 
 stakeholders through a public consultation process on 
 the potential risks, benefits, other implications, and 
 appropriate policy and regulatory approaches related 
 to dual-use foundation models for which the model 
 weights are widely available.” 

 Overview 

 As stated by President Biden, “Artificial Intelligence (AI) 
 holds extraordinary potential for both promise and per-
 il.”1 The development of increasingly advanced AI mod-
 els, such as dual-use foundation models, has signifi-
 cantly heightened the potential risks and benefits of AI 
 systems. Many developers provide limited or no public 
 access to the inner workings of their advanced models, 
 including their weights.2 In contrast, some developers, 
 such as Meta, Google, Microsoft, Stability AI, Mistral, 
 the Allen Institute for AI, and EleutherAI,3 have released 
 models – though not always their most advanced mod-
 els – with weights that are widely available (i.e., open to 
 the public by allowing users to download these weights 
 from the Internet or through other mechanisms). 

 Dual-use foundation models with widely available 
 model weights (referred to in this Report as open foun-
 dation models) introduce a wide spectrum of benefits. 
 They diversify and expand the array of actors, including 
 less resourced actors, that participate in AI research 
 and development. They decentralize AI market control 
 from a few large AI developers. And they enable users to 
 leverage models without sharing data with third parties, 
 increasing confidentiality and data protection. 

 However, making the weights of certain foundation 
 models widely available could also engender harms and 
 risks to national security, equity, safety, privacy, or civil 
 rights through affirmative misuse, failures of effective 
 oversight, or lack of clear accountability mechanisms. 

 In October 2023 President Biden signed the Executive 
 Order (EO) on “Safe, Secure, and Trustworthy Develop-
 ment and Use of Artificial Intelligence.” Noting the im-
 portance of maximizing the benefits of dual-use founda-

 “Dual-use foundation models  
with widely available model  
weights...introduce a wide  
spectrum of benefits. They  
diversify and expand the  array 
of actors, including 
 less resourced actors, that  
participate in AI R&D. They  
decentralize AI market control  
from a few large AI developers.  
And they enable users to  
leverage models without  
sharing data with third parties,  
increasing confidentiality and  
data protection.” 
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 weight models and models that are not considered du-
 al-use foundation models under the EO definition (such 
 as foundation models with fewer than 10 billion param-
 eters). 

 Finally, the Report considers under what circumstances 
 the U.S. government should restrict the wide availabil-
 ity of model weights for dual-use foundation models. It 
 evaluates a range of policy approaches, assessing their 
 risks and benefits. And it concludes that, at the time of 
 this Report, current evidence is not sufficient to defini-
 tively determine either that restrictions on such open-
 weight models are warranted, or that restrictions will 
 never be appropriate in the future. 

 Instead, this Report suggests that the government 
 should actively monitor a portfolio of risks that could 
 arise from dual-use foundation models with widely 
 available model weights and take steps to ensure that 
 the government is prepared to act if heightened risks 
 emerge. Specifically, we recommend that the govern-
 ment: 

 1.  Collect evidence through:

 a. Encouraging standards and – if appropriate
 – compelling audits, disclosures, and transpar-
 ency for dual-use foundation models (including
 those without widely available model weights);

 b. Supporting and conducting research into the
 safety, security, and trustworthiness of foun-
 dation models and high-risk models, as well as
 their downstream uses;

 c. Supporting external research into the present
 and future capabilities and limitations of specific
 dual-use foundation models and risk mitiga-
 tions; and

 The EO further denoted that the Secretary of Commerce, 
 through the Assistant Secretary of Commerce for Com-
 munications and Information and in consultation with 
 the Secretary of State and heads of relevant agencies, 
 would author a report to the President on the “poten-
 tial benefits, risks, and implications of dual-use foun-
 dation models for which the model weights are widely 
 available, as well as policy and regulatory recommen-
 dations pertaining to those models.” In fulfilment of 
 this tasking, the National Telecommunications and In-
 formation Administration (NTIA) published a public Re-
 quest for Comment in February 2024 and received 332 
 comments in response.4 NTIA further conducted exten-
 sive stakeholder outreach, including two public events 
 gathering input from a range of policy and technology 
 experts. This Report and its findings are based in large 
 part on this feedback. 

 This Report provides a non-exhaustive review of the 
 risks and benefits of open foundation models, broken 
 down into the broad categories of Public Safety; Soci-
 etal Risks and Wellbeing; Competition, Innovation, and 
 Research; Geopolitical Considerations; and Uncertainty 
 in Future Risks and Benefits. It is important to under-
 stand these risks as marginal risks—that is, risks that 
 are unique to the deployment of dual-use foundation 
 models with widely available model weights relative to 
 risks from other existing technologies, including closed 
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 This Report provides relatively little insight to future re-
 leases of dual-use foundation models with widely avail-
 able model weights; however, the recommended action 
 to monitor risks would help the government determine 
 the capabilities of future dual-use foundation models 
 with widely available model weights. Without changes 
 in research and monitoring capabilities, this dynam-
 ic may persist: any evidence of risks that would justify 
 possible policy interventions to restrict the availability 
 of model weights might arise only after AI models with 
 those capabilities, closed or open, have been devel-
 oped or released. 

 In summary, this Report outlines a cautious yet optimis-
 tic path that follows longstanding U.S. government pol-
 icies supporting widespread access to digital technolo-
 gies and their benefits, while nonetheless preparing for 
 the potential future development of models for which 
 an alternate approach may be justified. 

 d. Developing and maintaining a set of risk portfo-
 lios, indicators, and thresholds.

 2.  Evaluate evidence through:

 a. Assessing the lag time between developers
 introducing capabilities in leading proprietary
 models, and those same capabilities being
 made available in open models;

 b. Developing benchmarks and definitions for
 monitoring and potential action if deemed ap-
 propriate; and

 c. Maintaining and bolstering federal government
 expert capabilities in technical, legal, social sci-
 ence, and policy domains to support the evalua-
 tion of evidence.

 3.  Act on evaluations through actions such as:

 a. Restrictions on access to models; or
 b. Other risk mitigation measures.

 4.  Keep open the possibility of additional govern-
 ment action.

 These recommendations support the ability of devel-
 opers electing to make model weights widely available 
 at this time, while bolstering the government’s ability 
 to monitor whether future models pose risks that indi-
 cate that it may be appropriate to limit model weight 
 availability or apply other appropriate risk mitigation 
 measures. The Report provides high-level guidance and 
 considerations for this recommendation. 
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 B.  enabling powerful offensive cyber operations
 through automated vulnerability discovery and ex-
 ploitation against a wide range of potential targets
 of cyber attacks; or

 C.  permitting the evasion of human control or over-
 sight through means of deception or obfuscation7

 Models meet this definition even if they are provided 
 to end users with technical safeguards that attempt to 
 prevent users from taking advantage of the relevant un-
 safe capabilities.8

 A dual-use foundation model with widely available 
 model weights (or, in this Report, an open foundation 
 model) is a dual-use foundation model whose model 
 weights have been released openly to the public, either 
 by allowing users to download them from the Internet 
 or through other mechanisms. 

 The term foundation model is used synonymously 
 with the term dual-use foundation model in this Report. 
 However, the term has been used more broadly in the AI 
 community, notably without the “tens of billions of pa-
 rameters” requirement.9 Further, all foundation models 
 do not necessarily display “dual-use” capabilities. 

 Model weights are “numerical parameters within an AI 
 model that helps determine the model’s output in re-
 sponse to inputs.”10 There are multiple types of weights, 
 including the pre-trained model weights, weights from 
 intermediate checkpoints, and weights of fine-tuned 
 models. 

 This Report uses the following definitions, many of 
 which arise from the definitions in Executive Order 
 14110: 

 Artificial intelligence (AI) means a machine-based 
 system that can, for a given set of human-defined ob-
 jectives, make predictions, recommendations or deci-
 sions influencing real or virtual environments. Artificial 
 intelligence systems use machine and human-based 
 inputs to: 

 •  perceive real and virtual environments,

 •  abstract such perceptions into models through
 analysis in an automated manner, and

 •  use model inference to formulate options for infor-
 mation or action. 15 U.S.C 9401(3).5

 An AI model is a component of an information system 
 that implements AI technology and uses computation-
 al, statistical, or machine-learning techniques to pro-
 duce outputs from a given set of inputs.6

 A dual-use foundation model means an AI model that 
 is trained on broad data; generally uses self-supervi-
 sion; contains at least tens of billions of parameters; is 
 applicable across a wide range of contexts; and that ex-
 hibits, or could be easily modified to exhibit, high levels 
 of performance at tasks that pose a serious risk to secu-
 rity, national economic security, national public health 
 or safety, or any combination of those matters, such as 
 by: 

 A.  substantially lowering the barrier of entry for
 non-experts to design, synthesize, acquire, or use
 chemical biological, radiological, or nuclear (CBRN)
 weapons;
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 context not included in the original training corpus.13

 Other techniques, such as quantization,14 pruning,15

 and merging multiple models together, do not require 
 new data. Customization techniques typically require 
 significantly less technical knowledge, resources, and 
 computing power than training a new model from 
 scratch. The gap between the resources required to 
 customize pre-trained models compared to training a 
 full model will likely continue to widen.16, 17 This accessi-
 bility afforded by open weights significantly lowers the 
 barrier of entry to fine-tune models for both beneficial 
 and harmful purposes. Adversarial actors can remove 
 safeguards from open models via fine-tuning, then free-
 ly distribute the model, ultimately limiting the value of 
 mitigation techniques.18

 Users can also circumvent some of these safeguards in 
 closed AI models, such as by consulting online informa-
 tion about how to ‘jailbreak’ a model to generate un-
 intended answers (i.e., creative prompt engineering) or 
 by fine-tuning AI models via APIs.19 However, there are 
 significantly fewer model-based safeguards for open-
 weight models overall. 

 Second, developers who publicly release model weights 
 give up control over and visibility into its end users’ ac-
 tions. They cannot rescind access to the weights or per-
 form moderation on model usage.20 While the weights 
 could be removed from distribution platforms, such 
 as Hugging Face, once users have downloaded the 
 weights they can share them through other means.21

 For example, the company Mistral AI publicly released 
 Mixtral 8x7b, a dual-use foundation model with widely 
 available model weights via BitTorrent, a decentralized 
 peer-to-peer file sharing protocol which is designed 
 specifically to evade control by one party.22

 AI Model Weights 

 An AI model processes an input—such as a user prompt— 
 into a corresponding output, and the contents of that 
 output are determined by a series of numerical param-
 eters that make up the model, known as the model’s 
 weights. The values of these weights, and therefore 
 the behavior of the model, are determined by training 
 the model with numerous examples.11 The weights 
 represent numerical values that the model has learned 
 during training to achieve an objective specified by 
 the developers. Parameters encode what a model has 
 learned during the training phase, but they are not the 
 only important component of an AI model. For exam-
 ple, foundation models are trained on great quantities 
 of data; for large language models (LLMs) in particular, 
 training data can be further decomposed into trillions 
 of sub-units, called tokens. Other factors also play a sig-
 nificant role in model performance, such as the model’s 
 architecture, training procedures, the types of data (or 
 modalities) processed by the model, and the complexi-
 ty of the tasks the model is trained to perform.12

 Some model developers have chosen to keep these 
 weights guarded from the public, opting to control ac-
 cess through user-focused web interfaces or through 
 APIs (application programming interfaces). Users or 
 software systems can interact with these models by 
 submitting inputs and receiving outputs, but cannot 
 directly access the weights themselves. If a developer 
 does decide to make a model’s weights widely avail-
 able, three important consequences arise. 

 First, once weights have been released, individuals 
 and firms can customize them outside the developer’s 
 initial scope. For instance, users can fine-tune models 
 on new data, such as text from a language or cultural 



 Dual-Use Foundation Models with Widely Available Model Weights 9 

 over time. This is done to allow time for safety research 
 and for risks at one stage to become apparent before 
 increasing access. The time scale for staged releases 
 can vary, since “generally substantial sociotechnical 
 research requires multiple weeks, months, and some-
 times years.”25 There are currently a wide range of AI 
 licenses in use, which can be used by themselves or in 
 conjunction with forms of structured access. Some li-
 censes require the user or downloader to agree to use 
 and redistribution restrictions, sometimes including 
 behavioral or ethical guidelines, though they can be 
 hard to enforce.26

 Even developers of models that are not “open” can 
 increase transparency and visibility through compre-
 hensive documentation. Model cards are one method 
 for describing a model’s technical details, intended 
 uses, and performance on evaluation and red-teaming 
 efforts.27 Independent of whether the training data it-
 self is widely available, information about the training 
 dataset(s) can be distributed using data sheets, where 
 developers can share the processes they used to train 
 the model and any artifacts or procedures involved in 
 human-in-the-loop training such as data annotation or 
 reinforcement learning with human feedback instruc-
 tions.28

 These openness factors can and should be considered 
 at all stages of the AI lifecycle, including post-deploy-
 ment. For instance, a dual-use foundation model can be 
 open at one stage of development and closed at anoth-
 er, such as a base model that is open but that is custom-
 ized to create a downstream, closed consumer-facing 
 system. 

 Finally, open model weights allow users to perform 
 computational inference using their own computa-
 tional resources, which may be on a local machine or 
 bought from a cloud service. This localizability allows 
 users to leverage models without sharing data with the 
 developers of the model, which can be important for 
 confidentiality and data protection (i.e., healthcare and 
 finance industry). However, it also limits the capacity to 
 monitor model use and misuse, in comparison to mod-
 els that only allow API or web interface access. 

 Model size and use is an important factor when con-
 sidering the effectiveness of legal means such as take-
 down requests in controlling the wide distribution of 
 model weights. Large models and models that are used 
 heavily are more likely to leverage commercial datacen-
 ter infrastructure than smaller or less frequently used 
 models. 

 The Spectrum of Model Open-
 ness 

 This Report focuses on widely available model weights, 
 but developers of dual-use foundation models can re-
 lease their models with varying levels of openness.23

 Weights, code, training or fine-tuning data, and docu-
 mentation can all be made available through multiple 
 channels with varying types of restrictions. 

 Multiple layers of structured access can provide vary-
 ing levels of access to different individuals at different 
 times.24 For example, access to model weights could be 
 given to vetted researchers, but not to the general pub-
 lic. Model sharing can involve a staged release, where 
 information and components are gradually released 
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 An Approach to Analysis of Mar-
 ginal Risks and Benefits 

 The consideration of marginal risk is useful to avoid tar-
 geting dual-use foundation models with widely avail-
 able weights with restrictions that are unduly stricter 
 than alternative systems that pose a similar balance of 
 benefits and risks. This does not mean that it is wise to 
 distribute an unsafe open model as long as other equal-

 ly unsafe systems already exist. Risks from open models 
 and closed models should both be managed, though 
 the particular mitigations required may vary. In some 
 cases, managing the risk of open models may pose 
 unique opportunities and challenges to reduce risk 
 while maintaining as many of the benefits of openness 
 as possible. 

 As the basis for generating policy recommendations for 
 open foundation models, this Report assesses the mar-
 ginal benefits and risks of harm that could plausibly be 
 affected by policy and regulatory measures. Marginal 
 benefits and risks, as assessed in this Report, meet the 
 following conditions: 

 1.  There is a difference in magnitude between du-
 al-use foundation models with widely available
 model weights as compared to such models
 without widely available weights.

 • Risks and benefits arising equally from both dual-use
 foundation models with widely available model
 weights and closed-weight dual-use foundation mod-
 els are not considered “marginal.”31 

 2.  The benefits or risks are greater for dual-use
 foundation models than for non-AI technologies
 and AI models not fitting the dual-use founda-
 tion model definition.

 • Only risks and benefits that arise differently from
 dual-use foundation models and models that do not
 meet this definition (e.g., models with fewer than 10
 billion parameters) are considered “marginal.”

 • Similarly, the risks and benefits that exist equally
 in both dual-use foundation models AI and other
 technological products or services (such as Internet
 search engines) are not considered “marginal.”

 As mandated by Executive Order 14110, this Report an-
 alyzes “the potential benefits, risks, and implications 
 of dual-use foundation models for which the model 
 weights are widely available.”29 The assessment of pol-
 icy options to address such models specifically, versus 
 potential interventions to address risks more broadly, is 
 the touchstone of our analysis. This Report will provide 
 a broad assessment of the marginal risks and benefits 
 of dual-use foundation models with widely available 
 model weights. We define marginal risks and benefits 
 as the additional risks and benefits that widely avail-
 able model weights introduce compared to those that 
 come from non-open foundation models or from other 
t echnologies more generally. Public commenters gen-
 erally agreed that a marginal risk and benefit analysis 
 framework is appropriate for our analysis.30

 “The consideration of marginal risk 
 is useful to avoid targeting dual-use  
foundation models with widely available  
weights with restrictions that are unduly  
stricter than alternative systems that pose a  
similar balance of benefits and risks.” 
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 Risks and benefits that satisfy all three conditions are 
 difficult to assess based on current evidence. Most cur-
 rent research on the capabilities of dual-use founda-
 tion models is conducted on models that have already 
 been released. Evidence from this research provides a 
 baseline against which to measure marginal risks and 
 benefits, but cannot preemptively measure the risks 
 and benefits introduced by the wide release of a future 
 model. It can provide relatively little support for the 
 marginal risks and benefits of future releases of du-
 al-use foundation models with widely available model 
 weights, except to the extent that such evidence sup-
 ports a determination about the capabilities of future 
 dual-use foundation models with widely available mod-
 el weights. Without changes in research and monitoring 
 capabilities, this dynamic may persist: Any evidence of 
 risks that would justify possible policy interventions to 
 restrict the availability of model weights might arise 
 only after those AI models, closed or open, have been 
 released. 

3.  The risks and benefits arise from models that  
will have widely available weights in the future  
over and above those with weights that have 
al- ready been widely released.

 As discussed above, once model weights have been  
widely released, it is difficult to “un-release” them.  
Any policy that restricts the wide availability of
 dual-use foundation model weights will be most  
effective on models that have not yet been widely  
released. 

 When deciding whether to restrict the availability of  a 
specific future set of dual-use foundation models, it  is 
important to consider whether those future models  
will present substantially greater marginal risks and/  
or benefits over existing models with widely available  
model weights.

 Not all policy options require restricting the wide  
availability of model weights. This consideration is  
most relevant for those policy options that require  
restricting the wide availability of model weights.

 “Without changes in research and monitoring  
capabilities, this dynamic may persist: Any  
evidence of risks that would justify possible policy  
interventions to restrict the availability of model  
weights might arise only after those AI models,  
closed or open, have been released.” 
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 Risks and 
 Benefits of 
 Dual-Use 
 Foundation 
 Models with 
 Widely Available 
 Model Weights 
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 ments of the risks and benefits of open foundation mod-
 els would benefit from an evidence base that includes a 
 robust set of “leading indicators,” or measures that can 
 act as warning signs for potential or imminent risk that 
 future open foundation models may introduce. Those 
 leading indicators might include assessments of the 
 capabilities of leading closed-weight foundation mod-
 els (as similar behaviors and performance are likely to 
 be found in open foundation models within months or 
 years32) and other assessments of the evolving land-
 scape of risks and benefits. 

 Open foundation model capabilities and limitations are 
 evolving, and it is difficult to extrapolate their capabili-
 ties, as well as their impact on society, based on current 
 evidence. Further, even if we could perfectly extrapo-
 late model performance, quantifying the marginal risks 
 and benefits is extremely difficult. For these reasons, 
 our analysis favors taking steps to develop the evidence 
 base and improve research techniques, as we address 
 in our policy recommendations. 

 Public Safety 

 This section examines the marginal risks and benefits to 
 public safety posed by dual-use foundation models with 
 widely available model weights. As the AI landscape 
 evolves, these risks, benefits, and overall impacts on pub-
 lic safety may shift. The policy recommendations section 
 addresses these challenges. 

 This section considers some of the marginal risks and 
 benefits posed by open foundation models. This sec-
 tion overviews the main factors identified in the Exec-
 utive Order, the comments submitted to NTIA for this 
 Report, and existing literature. Neither the risks and 
 benefits discussed here, nor the categories they are 
 grouped into, should be considered comprehensive or 
 definitive. Other reports identified in the Executive Or-
 der also overview some of these topics at greater length. 

 One limitation of this Report is that many AI models 
 with widely available model weights—while highly ca-
 pable—have fewer than 10 billion parameters, and are 
 thus outside the scope of this Report as defined in Exec-
 utive Order 14110. However, the number of parameters 
 in a model (especially in models of different modalities, 
 such as text-to-image or video generation models) may 
 not correspond to their performance. For instance, ad-
 vances in model architecture or training techniques 
 can lead models which previously required more than 
 10 billion parameters to be matched in capabilities 
 and performance by newer models with fewer than 10 
 billion parameters. Further, as science progresses, it 
 is possible that this dynamic will accelerate, with the 
 number of parameters required for advanced capabil-
 ities steadily decreasing. 

 These limitations, along with other factors, ultimate-
 ly lead us to recommend that the federal government 
 adopt a monitoring framework to inform ongoing as-
 sessments and possible policy action. Future assess-

 “One limitation of this Report is that many AI models with widely available  
model weights—while highly capable—have fewer than 10 billion parameters,  
and are thus outside the scope of this Report as defined in Executive Order  14110. 
However, the number of parameters in a model (especially in models of  different 
modalities, such as text-to-image or video generation models) may not  
correspond to their performance.” 
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 actors to exploit proprietary models because open mod-
 els are easier to manipulate and can share properties with 
 closed models.41 

 One mitigation that may work is using techniques includ-
 ing tuning a model on distinct objective functions and 
 weakening its ability to produce dangerous information, 
 prior to its weights being made widely available. However, 
 we currently have limited technical understanding of the 
 relative efficacy of different safeguards, and protections 
 available to closed models might end up providing signifi-
 cant additional protection.42 

 This Report considers two discrete public safety risks dis-
 cussed in relation to dual-use foundation models with 
 widely available model weights: (a) lowering the barrier of 
 entry for non-experts to leverage AI models to design and 
 access information about chemical, biological, radiologi-
 cal, or nuclear (CBRN) weapons, as well as potentially syn-
 thesize, produce, acquire, or use them; and (b) enabling 
 offensive cyber operations through automated vulnerabil-
 ity discovery and exploitation for a wide range of potential 
 targets. 

 Chemical, Biological, Radiological, or Nuclear 

 Threats to Public Safety 

 Widely available model weights could potentially exac-
 erbate the risk that non-experts use dual-use founda-
 tion models to design, synthesize, produce, acquire, or 
 use, chemical, biological, radiological, or nuclear (CBRN) 
 weapons. 

 Open model weights could possibly increase this risk 
 because they are: (i) more accessible to a wider range of 
 actors, including actors who otherwise could not develop 
 advanced AI models or use them in this way (either be-
 cause closed models lack these capabilities, or they can-

 R I S KS  O F  W I D E LY AVA I L A B L E  M O D E L  
 W E I G H TS  FO R  P U B L I C  S A F E TY  
 Dual-use foundation models with widely available mod-
 el weights could plausibly exacerbate the risks AI models 
 pose to public safety by allowing a wider range of actors, 
 including irresponsible and malicious users, to leverage 
 the existing capabilities of these models and augment 
 them to create more dangerous systems.33 For instance, 
 even if the original model has built-in safeguards to pro-
 hibit certain prompts that may harm public safety, such as 
 content filters,34 blocklists,35 and prompt shields,36 direct 
 model weight access can allow individuals to strip these 
 safety features.37 While people may be able to circum-
 vent these mechanisms in closed models, direct access 
 to model weights can allow these safety features to be cir-
 cumvented more easily. Further, these actions are much 
 easier and require fewer resources and technical knowl-
 edge than training a new model directly. Such actions 
 may be difficult to monitor, oversee, and control, unless 
 the individual uploads the modified model publicly.38 As 
 with all digital data in the Internet age, the release of mod-
 el weights also cannot feasibly be reversed. 

 While users can also circumvent safeguards in closed AI 
 models, such as by consulting online information about 
 how to ‘jailbreak’ a model to generate unintended an-
 swers (i.e., creative prompt engineering) or, for more tech-
 nical actors, fine-tuning AI models via APIs,39 methods to 
 mitigate these circumventions for an API-access system, 
 such as moderating data sent to a model and incorporat-
 ing safety-promoting data during fine-tuning, exist. These 
 same mitigation strategies do not reliably work on AI mod-
 els with widely available model weights.40 Experimenta-
 tion with available model weights, while often helpful for 
 research to employ defenses against previously unknown 
 attacks, can also illuminate new channels for malicious 



 Dual-Use Foundation Models with Widely Available Model Weights 15 

 II. EASE OF DISTRIBUTION 

 Some experts have argued that the indiscriminate and 
 untraceable distribution unique to open model weights 
 creates the potential for enabling CBRN activity amongst 
 bad actors, especially as foundation models increase their 
 multi-modal capabilities and become better lab assis-
 tants.48 No current models, proprietary or widely available, 
 offer uplift on these tasks relative to open source informa-
 tion resources on the Internet.49 But future models, espe-
 cially those trained on confidential, proprietary, or heavily 
 curated datasets relevant to CBRN, or those that signifi-
 cantly improve in multi-step reasoning, may pose risks of 
 information synthesis and disclosure.50 

 III. FURTHER RESEARCH 

 Further research is needed to properly address the mar-
 ginal risk added by the accessibility and ease of distribu-
 tion of open foundation models. For instance, the risk 
 delta between jailbreaking future closed models for CBRN 
 content and augmenting open models, as well as how the 
 size of the model, type of system, and technical expertise 
 of the actor, may change these calculations remains un-
 clear. Previous evaluations on CBRN risk may not cover all 
 available open models or closed models whose weights 
 could be made widely available.51 Future analysis should 
 distinguish between and treat separately each aspect of 
 chemical, biological, radiological, or nuclear risks associ-
 ated with open model weights. 

 Experts must also assess the amount open models in-
 crease this risk in the context of the entire design and de-
 velopment process of CBRN material. Information about 
 how to design CBRN weapons may not be the highest 
 barrier for developing them. Beyond computational de-
 sign, pathogens, toxins, and chemical agents need to be 

 not “jailbreak” them to generate the desired information); 
 and (ii) easy to distribute, which means that the original 
 model and augmented, offshoot models, as well as in-
 structions for how to exploit them, can be proliferated and 
 used for harm without developer knowledge. 

 I. ACCESSIBILITY 

 This ease of access may enable various forms of CBRN risk. 
 For instance, large language models (LLMs) can generate 
 existing, dual-use information (defined as information 
 that could support creation of a weapon but is not sen-
 sitive) or act as chemistry subject matter experts and lab 
 assistants, and LLMs with open model weights specifically 
 can be fine-tuned on domain-specific datasets, potentially 
 exacerbating this risk.43 However, the CBRN-related infor-
 mation open models can generate compared to what us-
 ers can find from closed models and other easily accessi-
 ble sources of information (e.g., search engines), as well as 
 the ease of implementing mitigation measures for these 
 respective threats, remains unclear.44 

 Open dual-use foundation models also potentially in-
 crease the level of access to biological design tools (BDT). 
 BDTs can be defined “as the tools and methods that en-
 able the design and understanding of biological process-
 es (e.g., DNA sequences/synthesis or the design of novel 
 organisms).”45 Intentional or unintentional misuse of BDTs 
 introduces the risk that they can create new information, 
 as opposed to large language models’ dissemination of 
 information that is widely available.46 While BDTs exceed-
 ing the 10B parameter threshold are just now beginning to 
 appear, sufficiently capable BDTs of any scale should be 
 discussed alongside dual-use foundation models because 
 of their potential risk for biological and chemical weapon 
 creation.47 
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 models to automatically generate malware attacks and 
 develop more sophisticated malware, such as viruses,56 

 ransomware,57 and Trojans.58 For instance, one of Meta’s 
 open foundation models, Llama 2, may have helped cy-
 ber-attackers illicitly download other individuals’ employ-
 ee login credentials.59 

 Finally, actors can leverage open models to exploit vul-
 nerabilities in other AI models, through data poisoning, 
 prompt injections, and data extractions.60 

 FURTHER RESEARCH 

 The marginal cybersecurity risk posed by dual-use founda-
 tion models with widely available model weights remains 
 unclear, and likely varies by attack vector and the preex-
 isting capabilities of the cyber attackers in question.61 For 
 years, tools and exploits have become more readily acces-
 sible to lower-resourced adversaries, suggesting that foun-
 dation models may not drastically change the state of cy-
 bersecurity, but rather represent a continuation of existing 
 trends. In the near term, the marginal uplift in capabilities 
 for cyber attackers that widely available weights introduce 
 to social engineering and phishing uses of foundation 
 models may be the most significant of possible risks.62 

 Closed foundation models and other machine learning 
 models that can detect software vulnerabilities, alongside 
 other cyber-attack tools, such as Metasploit, can also be 
 found online for free, and play a critical role in adversary 
 emulation.63 Further, while open models could provide 
 new instruments for performing offensive attacks, hackers 
 may not want to invest time, energy, and resources into le-
 veraging these models to update their existing techniques 
 and tools.64 The extent to which a particular dual-use foun-
 dation model with widely available model weights would 
 meaningfully increase marginal risk is therefore uncertain. 

 When an AI system or tool is built using a foundation mod-

 physically generated, which requires expertise and lab 
 equipment to create in the real world.52 Other factors, such 
 as the ease of attaining CBRN material, the incentives for 
 engagement in these activities, and other mitigation mea-
 sures—i.e., current legal prohibitions on nuclear, biologi-
 cal, and chemical weapons—also determine the extent to 
 which open models introduce a substantive CBRN threat. 

 Offensive Cyber Operations Risks to Public Safety 

 Modifying an advanced dual-use foundation model with 
 widely available model weights requires significantly 
 fewer resources than training a new model and may be 
 more plausible than circumventing safeguards on closed 
 models. It is possible that fine tuning existing models on 
 tasks relevant to cyber operations could further aid in con-
 ducting cyberattacks—especially for actors that conduct 
 operations regularly enough to have rich training data and 
 experimentation environments.53 

 FORMS OF ATTACKS 

 Cyber attacks that rely on dual-use foundation models 
 with widely available model weights could take various 
 forms, such as social engineering and spear-phishing, mal-
 ware attack generation, and exploitation of other models’ 
 vulnerabilities. 

 First, open foundation models could enable social engi-
 neering (including through voice cloning and the auto-
 mated generation of phishing emails).54 Attacks could also 
 take the form of automated cybersecurity vulnerability 
 detection and exploitation.55 The marginal cybersecurity 
 risk posed by the wide distribution of dual-use foundation 
 models may increase the scale of malicious action, over-
 whelming the capacity of law enforcement to effectively 
 respond. 

 Cyber-attackers could also potentially leverage open 
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 trinsic technical benefits of openness allow a wider range 
 of users to benefit from the value foundation models in-
 troduce to securing computing systems.70 For instance, 
 entities have published cyber-defense toolkits and creat-
 ed open-source channels for collaboration on cyber de-
 fense.71 

 Furthermore, any advances in dual-use foundation mod-
 els’ offensive cyber-attack capabilities may also strength-
 en defensive cybersecurity capabilities. If dual-use foun-
 dation models develop advanced offensive capabilities, 
 those same capabilities can be used in securing systems 
 and defending against cyberattacks. By detecting and ad-
 dressing otherwise-undetected cybersecurity vulnerabil-
 ities, dual-use foundation models with widely available 
 model weights could facilitate stronger cyber-defensive 
 measures at scale.72 Parity of licit access to models that 
 have offensive cyber capabilities is also important for ac-
 curate adversary emulation, as advanced international 
 cyber actors may incorporate such models into their own 
 tradecraft. However, these benefits must be contextual-
 ized within the larger cyber defense landscape, as many 
 developers perform their most effective cyber defense re-
 search internally. 

 Safety Research & Identification of Safety and Se-

 curity Vulnerabilities 

 Widely available model weights can propel AI safety re-
 search. Open foundation models allow researchers with-
 out in-house proprietary AI models, such as academic 
 institutions, non-profits, and individuals, to participate in 
 AI safety research. A broad range of actors can experiment 
 with open foundation model weights to advance research 
 on many topics, such as vulnerability detection and miti-
 gation, watermarking failures, and interpretability.73 

 el with widely available model weights, the inclusion of 
 the model could introduce unintentional cybersecurity 
 vulnerabilities into the application as well.65 Promisingly, 
 it is more readily possible to prevent these types of harms 

 – where the deployer of the model does not desire for the
 vulnerability to be present – than harms intentionally lev-
 eraged by the deployer of the model.66 In line with the Cy-
 bersecurity and Infrastructure Security Agency’s Secure by 
 Design guidance, developers of AI models – whether open 
 or closed source – can take steps to build in security from
 the start.67 

 B E N E F I TS  O F  W I D E LY AVA I L A B L E  M O D E L  
 W E I G H TS  FO R  P U B L I C  S A F E TY  
 The open release of foundation model weights also in-
 troduces benefits. Specifically, widely available model 
 weights could: (a) bolster cyber deterrence and defense 
 mechanisms; (b) propel safety research and help identify 
 safety and security vulnerabilities on future and existing 
 models; and (c) facilitate transparency and accountability 
 through third-party auditing mechanisms. 

 Cyber Defense 

 Open foundation models can further cyber defense initia-
 tives. For example, various cyber defense models, such as 
 Security-BERT,68 a privacy-preserving cyber-threat detec-
 tion model, are fine-tuned versions of open foundation 
 models.69 These models and other systems built on open 
 models provide security benefits by allowing firms, re-
 searchers, and users to use potentially sensitive data with-
 out sending this data to a third-party proprietary model 
 for processing. Models with widely available weights also 
 have more flexibility to be narrowly optimized for a partic-
 ular deployment context, including through quantization, 
 allowing opportunities for cost savings. Thus, several in-
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 Actors can also tailor safeguards to specific use-cases, thus 
 improving downstream models. Creating external guard-
 rails for dual-use foundation models can pose an abstract, 
 under-specified task; actors that use open models for spe-
 cific purposes can narrow and concretize this task and add 
 on more targeted and effective safety training, testing, and 
 guardrails. For instance, an actor that fine-tunes a founda-
 tion model to create an online therapy chatbot can add 
 specific content filters for harmful mental health content, 
 whereas a general-purpose developer may not consider 
 all the possible ways an LLM could produce negative men-
 tal health information. 

 Open foundation models allow a broader range of actors 
 to examine and scrutinize models to identify potential 
 vulnerabilities and implement safety measures and patch-
 es, permitting more detailed interrogation and testing 
 of foundation models across a range of conditions and 
 variables.74 This scrutiny from more individuals allows 
 developers to understand models’ limitations and ensure 
 models’ reliability and accuracy in scientific applications. 
 An open model ecosystem also increases the availability 
 of tools, such as open-source audit tooling projects, avail-
 able for regulators to monitor and evaluate AI systems.75 

 Experimentation on model weights for research may also 
 help propel alignment techniques. Llama 2, for example, 
 has enabled research on reinforcement learning from 
 human feedback (RLHF), though the underlying RLHF 
 mechanism was first introduced by OpenAI, a closed mod-
 el-weight company.76 Open models will likely help the AI 
 community grapple with future alignment issues. How-
 ever, as models develop, this research benefit should be 
 weighed against the possibility that open model weights 
 could enable some developers to develop, use, or fine-
 tune systems without regard for safety best practices or 

 regulations, resulting in a race to the bottom with negative 
 impacts on public safety or national security. Malicious ac-
t ors could weaponize or misuse models, increasing chal-
 lenges to effective human control over highly capable AI 
 systems.77 

 Auditing and Accountability 

 Weights, along with data and source code, are a critical 
 piece of any accountability regime. Widely available mod-
 el weights more readily allow neutral third-party entities 
t o assess systems, perform audits, and validate internal 
 developer safety checks. While access to model weights 
 alone is insufficient for conducting more exhaustive test-
 ing, it is necessary for most useful testing of foundation 
 models.78 

 Expanding the realm of auditors and allowing for external 
 oversight regarding developers’ internal safety checks in-
 creases accountability and transparency throughout the 
 AI lifecycle, as well as public preparedness for harms. This 
 is for three reasons. 

 First, the developer may be able to use information from 
 external auditors about its model’s robustness to improve 
 the model’s next iteration, and other AI developers may be 
 able to benefit from this information to identify potential 
 vulnerability points to avoid in future models. 

 “Weights, along with data and source code,  
are a critical piece of any accountability  
regime. Widely available model weights  
more readily allow neutral third-party  
entities to assess systems, perform audits,  
and validate internal developer safety  
checks.” 
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 geopolitics. The availability of model weights could allow 
 countries of concern to develop more robust advanced 
 AI ecosystems, which, given the dual-use nature of foun-
 dation models, could pose risks to national security and 
 public safety, and undercut the aims of U.S. chip controls. 
 These countries could take U.S.-developed models and 
 use them to enhance, perhaps substantially, their military 
 and intelligence capabilities. There are also risks that may 
 arise from the imposition of international standards that 
 are not in line with U.S. values and commercial interests. 
 On the benefits side, encouraging the availability of model 
 weights could bolster cooperation with allies and deepen 
 new relationships with developing partners. 

 G E O P O L I T I C A L  R I S KS  O F  W I D E LY AVA I L-
 A B L E  M O D E L  W E I G H TS  

 Implications for Global Digital Ecosystem 

 The wide availability or restrictions of U.S. origin model 
 weights could have unpredictable consequences for the 
 global digital ecosystem, including by prompting some 
 states to restrict open-source systems, causing further 
 fragmentation of the Internet based on level of AI open-
 ness (i.e., a “splinter-net scenario”). 

 More restrictive jurisdictions may also be better placed to 
 set the terms of AI regulation and standards more broadly, 
 even if this comes at the cost of innovation. States look-
 ing for how to regulate AI generally, including open mod-
 els, may naturally look to imitate or adapt already existing 
 regulatory approaches. Regulatory requirements would 
 breed demand for standards. The United States would in 
 this scenario pay a penalty in its ability to shape interna-
 tional standards on AI, even if it is still at a net advantage 
 in setting standards. 

 Second, third-party evaluations can hold developers ac-
 countable for their internal safety and security checks, 
 as well as downstream deployers responsible for which 
 models they choose to use and how, which could im-
 prove accountability throughout the AI lifecycle. Of note, 
 it may be difficult to implement such a third-party evalu-
 ation system due to differences in evaluations, the lack of 
 ability to articulate how models can fail, and the scale of 
 potential risks. Accessible model weights, alongside data 
 and source code, facilitate oversight by regulatory bodies 
 and independent researchers, allowing for more effective 
 monitoring of AI technologies.79 

 Finally, a robust accountability environment may increase 
 public trust and awareness of model capabilities, which 
 could help society prepare for potential risks introduced 
 by AI. The public can then respond to and develop resil-
 iency measures to potential harms that have been demon-
 strated empirically. A foundation model ecosystem in 
 which many models have widely available weights also 
 further promotes transparency and visibility within the 
 field, making it easier for the broader community to un-
 derstand how models are developed and function.80 

 These community-led AI safety approaches could result 
 in safer models, increased accountability, and improved 
 public trust in AI and preparedness for potential risks. This 
 transparency is vital for fostering trust between AI devel-
 opers and the public and encourages accountability, as 
 work is subject to scrutiny by the global community.81 

 Geopolitical Considerations 

 This section highlights the marginal risks and benefits re-
 lated to the intersection of open foundation models and 
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 also apply saved resources to other initiatives, such as tal-
 ent cultivation, other technologies, and various other sec-
 tors that provide economic and security benefits. 

 Actors in these nations can also glean insights from open 
 models about model architecture and training techniques, 
 bolstering their long-term dual-use AI innovation.83 Lead-
 ing labs have already developed models based on Llama 
 2’s architecture and training process with similar capabili-
 ties to Llama 2.84 

 This dual-use foundation model R&D could then acceler-
 ate global competition to build powerful AI-enabled na-
 tional security applications and undercut the aim of U.S. 
 export controls on semiconductors and related materials. 

 DUAL-USE IMPLICATIONS 

 Countries of concern could incorporate open foundation 
 models into their military and intelligence planning, capa-
 bilities, and deployments. Due to the lower-cost nature of 
 models with widely available model weights and the abil-
 ity to operate these systems in network-constrained envi-
 ronments, it is easier for countries of concern to integrate 
 dual-use foundation models in military and intelligence 
 applications. Actors could experiment with foundation 
 models to advance R&D for myriad military and intelli-
 gence applications,85 including signal detection, target 
 recognition, data processing, strategic decision making, 
 combat simulation, transportation, signal jams, weapon 
 coordination systems, and drone swarms. Open models 
 could potentially further these research initiatives, allow-
 ing foreign actors to innovate on U.S. models and discover 
 crucial technical knowledge for building dual-use models. 

 Some foreign actors are already experimenting with this 
 type of AI military and intelligence research and applica-
 tions. Since actors can inference on open model weights 

 Inconsistencies in approaches to model openness may 
 also divide the Internet into digital silos, causing a “splin-
 ter-net” scenario. If one state decides to prohibit open 
 model weights but others, such as the United States, do 
 not, the restrictive nations must, in some way, prevent 
 their citizens from accessing models published elsewhere. 
 Since developers usually publish open model weights on-
 line, countries that choose to implement stricter measures 
 will have to restrict certain websites, as some countries’ 
 websites would host open models and others would not. 

 Accelerate Dual-Use AI Innovation in Countries 

 of Concern 

 Countries of concern can leverage U.S. model weights 
 for their own AI research, development, and innovation, 
 which, given the dual-use nature of foundation models, 
 may introduce risk to U.S. national security and public 
 safety. 

 GENERAL AI INNOVATION 

 Many U.S. open foundation models are more advanced 
 than most closed models developed in other nations, in-
 cluding countries of concern.82 Developers in these coun-
 tries may choose to use U.S. open models instead of ex-
 pending the resources or time necessary to build their 
 own. 

 This development bolsters dual-use AI innovation in these 
 countries and could help them create advanced techno-
 logical ecosystems that they (1) may not have been able to 
 build otherwise and (2) do not have to expend significant 
 resources or time to create. Individual companies can al-
 locate the funds they would have spent on up-front train-
 ing to downstream product enhancements, improved 
 dissemination tactics (e.g., marketing), and new products. 
 Governments that would have subsidized AI training could 
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 with the wide availability of model weights.86 Thus, the 
 open release of some foundation models may speed up 
 the dual-use AI innovation and military application of AI by 
 countries of concern, directly propelling the industry and 
 national security capabilities that export controls and oth-
 er U.S. actions aim to restrict. 

 The open release of some specific model weights could 
 undermine U.S. technological leadership by distributing 
 access to cutting-edge models—and the associated tech-
 nological power—to foreign adversaries. 

 Some have argued that models accessible only through 
 APIs pose fewer national security risks.87 OpenAI com-
 mented that it had already taken steps to disrupt certain 
 malicious nation-state affiliated actors who were using 
 ChatGPT for cyber operations, which has been enabled 
 in part through its use of a closed model distributed via 
 an API.88 Notably, the fact that these operations were con-
 ducted using closed models suggests that adversaries 
 might used closed models even when open foundation 
 models are available. 

 FURTHER RESEARCH 

 While open model weights could bolster AI military in-
 novations in an untraceable, unregulated manner, the 
 marginal risk open models pose to overall military and 
 intelligence R&D, as well as the amount U.S. open models 
 support country-of-concern AI development for military 

 locally, U.S. developers cannot determine when and how 
 countries of concern are using their model weights to 
 research military and intelligence innovations. As open 
 models improve over time, countries of concern could 
 potentially use them to create even more dangerous sys-
 tems, such as adaptive agent systems and coordinated 
 weapon systems. Making model weights widely available 
 may also allow countries of concern to coordinate their AI 
 development, allowing them to develop specialized mod-
 els depending on their needs and diversify spending. For 
 example, a country of concern could invest in a specialized 
 model to assist in creating CBRN weapons, or create mod-
 els focused on misinformation and disinformation. 

 The U.S. government has already recognized the national 
 security threat of countries of concern gaining access to 
 powerful, dual-use leading models and worked to mitigate 
 it through actions such as restrictions on advanced com-
 puting chips and semiconductor manufacturing equip-
 ment exports to certain nations. These controls attempt to 
 limit adversaries access to computing power, which slows 
 their development of advanced AI models related to mil-
 itary applications. Widely available model weights could 
 allow strategic countries of concern to avoid U.S. policy in-
 struments designed to hinder computational capabilities. 
 Strategic countries of concern would not need to make the 
 same investments in semiconductors and other hardware 
 in order to produce similarly high performing AI models 
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 man rights through technological cooperation. Countries 
 that have more open AI model ecosystems can more easily 
 participate in international technological cooperation and 
 crucial research exchanges, while, in turn, supporting their 
 own open AI model ecosystems. 

 The safe, secure, and trustworthy deployment of AI re-
 quires coordination with allies and partners. Many U.S. 
 allies have expressed an interest in maintaining an open 
 AI ecosystem. Supporting an AI ecosystem that includes 
 foundation models with widely available model weights 
 could also bolster existing U.S. alliances, as well as po-
 tentially enhance partnerships that continue to mature. 
 For example, economies that actively support their open 
 model ecosystems include the Republic of Korea, Taiwan, 
 Philippines, France, and Poland. These like-minded part-
 ners are critical in the current geopolitical landscape, and 
 further cooperation with them in the realm of foundation 
 models with widely available model weights would only 
 serve to deepen ties and reinforce these mutually benefi-
 cial relationships. 

 By building relationships with other like-minded partners, 
 U.S. allies can promote models with widely available mod-
 el weights to third countries. This will become increasingly 
 important as AI is adopted in global majority nations. The 
 more the United States and its likeminded partners coor-
 dinate on creating a narrative that U.S. models with wide-
 ly available model weights can spur innovation and pro-
 mote competition, the more adoption of U.S. AI models 
 will take place in developing countries. Coordination with 
 like-minded partners will also be important to generally 
 manage risks that arise from AI.89 Moreover, if developing 
 partners have access to U.S. open models, they may use 
 open models from foreign countries of concern models 
 less, if at all. 

 and civil technologies, is unknown. The trade-off between 
 country-of-concern usage of open models compared to 
 their own domestic national security research also re-
 mains uncertain and depends on the country. 

 G E O P O L I T I C A L  B E N E F I TS  O F  W I D E LY  
 AVA I L A B L E  M O D E L  W E I G H TS  

 Increase Global Use of U.S. Open Models 

 Widely available model weights could increase global 
 adoption of U.S. origin models, thereby promoting the de-
 velopment of a global technology ecosystem around U.S. 
 open models rather than competitors’ open models. A 
 burgeoning foundation model ecosystem does not appear 
 overnight; creating the necessary infrastructure, such as 
 datacenters and software ecosystems, talent cultivation 
 systems, such as AI education and training, and even a 
 creative, innovation start-up culture requires significant 
 time, funding, and consideration. If the option to use open 
 U.S. models exists, foreign states and non-state actors may 
 not want to invest the time, money, and energy necessary 
 to create their own foundation model market. This incen-
 tive structure could increase foreign adoption of U.S. ori-
 gin open models, which are currently less powerful than 
 proprietary models. Additionally, widespread use of U.S. 
 open models would promote the United States’ ability to 
 set global norms for AI, bolstering our ability to foster glob-
 al AI tools that promote the enjoyment of human rights. 

 Foster Positive Relationships across the Globe 

 Nurturing the open model ecosystem could foster positive 
 relationships between the United States, allies and oth-
 er countries that benefit from an open model ecosystem, 
 such as developing partners, which may lead to enhanced 
 international cooperation as well as the promotion of hu-
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 It is also important to note that the content discussed in 
 this section is not created in a vacuum. Both risks and ben-
 efits accrue due to how easily and widely accessible the 
 tools for content creation are, as well as how the content 
 is distributed. In the case of harmful content, some mea-
 sure of that risk is dependent on how effectively platforms, 
 content distributors, and others can prevent its wide-
 spread distribution. In the case of privacy and information 
 security, there are still open questions as to how much the 
 model “memorizes” from the data sets it was trained on 
 and how much of that “memorization” contains person-
 ally identifiable information.94 These risks are also embed-
 ded in our social systems. While a number of social risks 

 Promote Democratic Values in the Global AI Eco-

 system 

 U.S. open model weights could steer the technological 
 frontier towards AI that aligns with democratic values. 
 The U.S. spearheading frontier AI development, and other 
 nations building models on the foundation of U.S. open 
 models, may increase the likelihood that the many cut-
 ting-edge AI technologies, along with correlated training 
 techniques, safety and security protections, and deploy-
 ment strategies, are built to uphold democratic values. 
 However, we would note that it is not a given that AI appli-
 cations built on open model weights will preserve demo-
 cratic values. 

 Societal Risks and Well-Being 

 Dual-use foundation models with widely available model 
 weights have the potential to create benefits across so-
 ciety, primarily through the access to AI capabilities that 
 such models provide. At the same time, they also pose a 
 substantial risk of causing harms to individuals and society. 
 As noted above, our assessment of risk is tied to a frame-
 work of marginal risk: “the extent to which these models 
 increase societal risk by intentional misuse beyond closed 
 foundation models or pre-existing technologies.”90 Further, 
 due to the relative novelty of dual-use foundation models, 
 especially models that generate output in modalities be-
 yond text (i.e., video and image generation), combined 
 with known difficulties in accurate reporting for societal 
 risks, precise estimates of the extent of these risks (espe-
 cially the marginal risk of open foundation models over 
 other models) are challenging to produce.91 

 The societal risks and benefits discussed in this section 

e xtrapolate from existing applications of open models 
 that do not meet the parameter size criteria for this Re-
 port.92 For example, there are no text-to-image models 
 with widely available model weights with over 10 billion 
 (10B) parameters available today, while there are multiple 
 text generative based open models over the 10B parame-
 ter threshold.93 Other developers of sophisticated closed-
 weight multi-modal models, such as SORA from OpenAI, 
 have not publicly announced how many parameters they 
 have. 

 “Dual-use foundation models 
 with widely available model 
 weights have the potential to 
 create bene its across society, 
 primarily through the access to 
 AI capabilities that such models 
 provide.” 
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 While the threat of NCII specifically is not unique to open 
 foundation models (in one of the most publicized incidents 
 to date—when AI-generated NCII images of singer Taylor 
 Swift spread across the Internet in early 2024—the images 
 were created with a closed generative model), since the 
 emergence of open foundation models, researchers have 

 and benefits arise from open foundation models, this sec-
 tion covers only a select few. 

 S O C I E TA L  R I S KS  O F  W I D E LY AVA I L A B L E  
 M O D E L  W E I G H TS  

 CSAM & NCII 

 Models with widely available weights are already used to-
 day for AI-generated child sexual abuse material (CSAM), 
 AI-generated non-consensual intimate imagery (NCII), 
 and other forms of abusive content.95 Such content may 
 include the depiction of wholly fabricated individuals as 
 well as specific individuals created using preexisting imag-
 es of them. This content disproportionately affects wom-
 en and teens, although any individual can be affected, and 
 creates a hostile online environment that undermines 
 equitable access to online services.96 Such content, even 
 if completely AI generated, can pose both immediate and 
 long-term harm to its targets, especially if widely distribut-
 ed, and creates a systemic risk across digital platforms for 
 gender-based harassment and intimidation.97, 98 

 Open foundation models lower the barrier to create 
 AI-generated CSAM and NCII. Creating such content using 
 an open foundation model requires only a set of images 
 to fine-tune the model, as opposed to creating a model 
 from scratch. Open foundation models and downstream 
 applications built from them, such as so-called ‘nudifying’ 
 apps,99 have made it easy to create with little to no cost in-
 dividually targeted NCII and CSAM, which significantly en-
 ables both the production and distribution of AI-generat-
 ed (but highly realistic) NCII and CSAM.100 They also make 
 it easier to distribute CSAM and NCII because there is no 
 limit on the amount of content that can be created, mak-
 ing it possible to rapidly generate large amounts of AI-gen-

 erated material. In contrast, closed model providers can 
 more easily restrict or prevent the creation of CSAM and 
 NCII through restrictions on prompts as well as on APIs. 

 Prior to the wide availability of AI systems, synthetic 
 CSAM (e.g., non-photo based CSAM) primarily focused on 
 non-realistic categories of material, such as anime-styled 
 CSAM.101 Open foundation models that include pornogra-
 phy or CSAM in their training data, as well as downstream 
 implementations of open models that have been fine-
 tuned on CSAM or similar material, allow for the creation 
 of AI-generated CSAM that is realistic to the point of being 
 easily confused with non-AI-generated images and even 
 based on real individuals.102 NCII content specifically is of-
 ten based on individuals who have never shared any form 
 of nude images online. Creating such content prior to the 
 release of generative AI models at the level of realism now 
 achievable previously required both considerable skill 
 with photo editing tools as well as a significant investment 
 of time. 

 “Models with widely available weights 
 are already used today for AI-generated  
child sexual abuse material (CSAM), 
 AI-generated non-consensual intimate  
imagery (NCII), and other forms of abusive  
content.” 
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 Political Deepfakes 

 The capacity for malicious actors to use open foundation 
 models to create convincing political deepfake content 
 across a variety of modalities has introduced marginal 
 risk to the integrity of democratic processes.110 Actors are 
 already generating and disseminating political deepfakes 
 using downstream apps built upon both open and pro-
 prietary models. For example, deepfake audio recordings 
 created with a proprietary voice cloning AI model emerged 
 in January 2024, mimicking President Biden discouraging 
 voters in the New Hampshire primary via robocalls.111 This 
 incident created immediate and widespread concerns 
 about the potential impact on voter turnout, as well as 
 what such incidents portended for upcoming elections 
 and the democratic process as a whole.112 

 Internationally, campaigners supporting the re-election of 
 Prime Minister Modi and other politicians in India are using 
 open models to create synthetic videos and deliver per-
 sonalized messages to voters by name, creating concerns 
 that the public may not be able to discern the fake content 
 from authentic material.113 (At least some post-election 
 accounts indicate that this concern failed to materialize 
 and that generative AI enabled politicians to more easily 
 communicate with voters in the 22 official languages of In-
 dia.114) In 2022, a deepfake of Ukrainian President Volody-
 myr Zelensky circulated widely online, in which the false 
 imitation of President Zelensky urges Ukrainian soldiers to 
 lay down arms.115 

 In the absence of detection, disclosure, or labeling of 
 synthetic political content, malicious actors can create 
 deepfake videos or audio messages to unduly influence 
 elections or enable disinformation campaigns.116 Once re-
 leased, they can be difficult to remove from the Internet, 
 even after they have been verified as fake, in part due to 

 documented significant increases in AI-created CSAM103 

 and NCII. For example, the release of Stable Diffusion 1.5, 
 an open model with 860 million parameters104 (and which 
 was revealed to have included documented CSAM in its 
 training data),105 enables the direct creation of CSAM, and 
 fine-tuned versions of the model have been used in down-
 stream apps.106 This increase in harmful content enables 
 producers to flood online platforms with enough content 
 to overwhelm platform trust and safety teams and law en-
 forcement’s capacity to ingest and process CSAM reports. 

 Due to the sheer volume and speed of production they 
 enable, the availability of open foundation models to cre-
 ate CSAM and NCII represents an increase in marginal risk 
 over both existing closed foundation models and existing 
 technologies.107 The legal and regulatory system devoted 
 to investigating and preventing the distribution of CSAM 
 is not equipped to handle this influx of content.108 As open 
 foundation models become more advanced, this threat 
 will likely increase. 

 The mass proliferation of CSAM and NCII also creates a 
 substantial burden for women, teens and other vulnera-
 ble groups to live and participate in an increasingly online 
 and digitized society. Further, proliferation of CSAM and 
 NCII can discredit and undermine women leaders, jour-
 nalists, and human rights defenders, and the implications 
 of this harm extend beyond the individual to society and 
 democracy at-large.109 Again, these are risks that do not ex-
 ist in a vacuum; the magnitude of harm in part depends on 
 the ability to distribute content at scale. 
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 DISINFORMATION 

 While the release of open foundation models raises con-
 cerns about the potential to enable disinformation cam-
 paigns by adversarial actors, assessments are mixed re-
 garding whether open models, at least at current levels of 
 capabilities, pose risks that are distinct from proprietary 
 models. There is evidence that open foundation models, 
 including LLMs, are already being used today to create dis-
 information-related content.120 Disinformation research-
 ers anticipate that generative models “will improve the 
 content, reduce the cost, and increase the scale of cam-
 paigns; that they will introduce new forms of deception 
 like tailored propaganda; and that they will widen the 
 aperture for political actors who consider waging these 
 campaigns.”121 As a consequence of an anticipated in-
 crease in the production of disinformation related content, 
 one commenter expressed concerns that such content 
 produced at significant enough of a scale would later be 
 ingested by AI systems as training data, perpetuating its 
 half-life.122 

 While many agree that open foundation models enable a 
 larger range of adversarial actors to create disinformation, 
 others dispute the importance of this assertion. Some re-
 searchers argue that the bottleneck for successful disinfor-
 mation operations is not the cost of creating it.123 Because 
 the success of disinformation campaigns is dependent on 
 effective distribution, key to evaluating marginal risk is 
 whether the potential increased volume alone is an im-
 portant factor, such that it may overwhelm the gatekeep-
 ers on platforms and other distribution venues. Some are 
 skeptical that this is the case.124 Carnegie researchers ar-
 gue that not only has disinformation existed long before 
 the advent of AI, but that generative AI tools may prove 
 useful to researchers and others combating disinforma-
 tion.125 

 the reluctance of social media platforms to remove this 
 content. Deepfakes can also increase the “liar’s dividend”: 
 skepticism and disbelief about legitimate content, contrib-
 uting to pollution of the wider information environment.117 

 This could undermine democratic processes by confusing 
 voters and reducing the public’s ability to determine fake 
 events from actual ones. 

 As with concerns about CSAM and NCII, most of the open 
 models capable of producing political deepfakes today 
 have fewer than 10 billion parameters, but evidence does 
 exist that political deepfake content has already been cre-
 ated and disseminated using open models under the 10B 
 threshold. While deepfakes are a widespread source of 
 concern, current dual-use foundation models with widely 
 available model weights may not substantially exacerbate 
 their creation or inflict major societal damage given the 
 existing ability to create deepfakes using closed models, 
 but, as open foundation models develop, this risk may in-
 crease. 

 Disinformation & Misinformation 

 Similar to the concerns described earlier regarding CSAM 
 and NCII, the primary risks are tied to the low barriers to 
 entry that open models may create for greater numbers 
 of individuals, as well as to coordinated influence opera-
 tions to create content and distribute it at scale.118 Further, 
 researchers have expressed concerns that the capabilities 
 of generative LLMs may allow foreign actors to create tar-
 geted disinformation with greater cultural and linguistic 
 sophistication.119 As noted in the section on geopolitical 
 considerations, the wide availability of open U.S. models 
 could bolster dual-use AI innovation in countries of con-
 cern, which can enable them to develop more sophisticat-
 ed disinformation campaigns. 
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 the tool fictionalized legal sources.134 In other instances, 
 generative models have output untrue and potentially 
 slanderous information about individuals, including pub-
 lic figures.135 

 Discriminatory Outcomes 

 Discrimination occurs when people are treated differently, 
 solely or in part, based on protected characteristics such 
 as gender, religion, sexual orientation, national origin, col-
 or, race, or disability.136 Discrimination based on protected 
 classes is, unfortunately, a widespread issue, impacting 
 many groups by race, gender, ethnicity, disability, and oth-
 er factors.137 There has been substantial documentation of 
 AI models, including open foundation models, generating 
 biased or discriminatory outputs, despite developers’ ef-
 forts to prevent them from doing so.138 

 Open foundation models may exacerbate this risk be-
 cause, even if the original model has guardrails in place 
 to help alleviate biased outcomes, downstream actors 
 can fine-tune away these safeguards. These models could 
 also be integrated into rights-impacting systems with little 
 oversight and no means of monitoring their impact. Thus, 
 it may be difficult to prevent open foundation models or 
 their downstream applications from perpetuating biases 
 and harmful institutional norms that may impact individ-
 uals’ civil rights.139 Bias encoded in foundation models be-
 comes far more powerful when those models are used in 
 decisional contexts, such as lending,140 health care,141 and 
 criminal sentencing. 

 From a regulatory perspective, commercial actors that 
 implement tools built on open foundation models will 
 be subject to the same federal civil rights laws as those 
 who leverage single-use models or proprietary founda-
 tion models.142 The breadth of the potential impact and 

 MISINFORMATION 

 Unlike disinformation, which implies intentional malfea-
 sance, misinformation encompasses factually incorrect 
 information, or information presented in a misleading 
 manner.126 All foundation models are known to create and 
 even help propagate factually incorrect content.127, 128 Mali-
 cious actors may intentionally use models to create this in-
 formation, and models can unintentionally produce inac-
 curate information, often referred to as “hallucinations.”129, 

 130 The marginal risks open foundation models pose in 
 regards to misinformation are similar to those raised 
 by CSAM, NCII, deepfakes and disinformation: they may 
 lower the bar for individuals to create misinformation at 
 scale and allow for more prolific distribution of misinfor-
 mation. These impacts may exacerbate the disruption to 
 the overall information ecosystem131 and high volumes of 
 misinformation may overwhelm information distributors’ 
 capacity to identify and respond to misinformation. How-
 ever, some researchers argue that consumption of misin-
 formation is limited to individuals more likely to seek it out 
 and that foundation models do not substantially alter the 
 amount or impact of this content online.132 

 One aspect of this marginal risk that necessitates further 
 study is how individuals react to misinformation when it 
 is directly outputted from an AI system (e.g., a chatbot) 
 compared to consumed on social media or another plat-
 form. Little research to date exists that interrogates the 
 consumption of misinformation directly from AI powered 
 tools.133 The majority of the public does not yet seem to 
 understand generative AI’s propensity for producing in-
 accurate information and may place undue trust in these 
 systems; there have been well-publicized instances of law-
 yers, for example, relying on ChatGPT to assist with brief 
 writing only to be surprised and embarrassed to find that 
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 Scientists and researchers can tailor open models to better 
 suit specific research needs or experimental parameters, 
 enhancing the relevance and applicability of their work.148 

 This customization capability is crucial for advancing sci-
 entific inquiries that require specialized models to analyze 
 unique datasets or to simulate particular scenarios.149 

 AI Access for Entrepreneurs and Creatives 

 The wide availability of model weights can catalyze cre-
 ativity and innovation, providing entrepreneurs, artists, 
 and creators access to state-of-the-art AI tools.150 By low-
 ering barriers to access, a broader community can experi-
 ment with AI, leading to novel applications and creations. 
 New entrants into the marketplace would not have to pay 
 for a closed model, for example, to utilize the benefits of 
 advanced AI systems. This democratization fuels a wide 
 range of entrepreneurial ventures and artistic expressions, 
 enriching the cultural landscape and reflecting a diverse 
 array of perspectives and experiences.151 This democrati-
 zation can be particularly beneficial for small and medi-
 um-sized enterprises, which may otherwise face signifi-
 cant barriers to accessing more advanced AI systems. 

 Bias and Algorithmic Discrimination Mitigation 

 The ability to test for bias and algorithmic discrimination is 
 significantly enhanced by widely available model weights. 
 A wider community of researchers can work to identify 
 biases in models and address these issues to create fair-
 er AI systems. Including diverse communities and partici-
 pants in this collaborative effort towards de-biasing AI and 
 improving representation in generative AI is essential for 
 promoting fairness and equity. mitigating bias in AI. Com-
 menters have highlighted the importance of transparency 
 and oversight enabled by open model weights in attempt-
 ing to fight bias and algorithmic discrimination in foun-

 S O C I E TA L  B E N E F I TS  O F  W I D E LY AVA I L-
 A B L E  M O D E L  W E I G H TS  

 Releasing foundation model weights widely also introduc-
 es benefits for society. Specifically, widely available model 
 weights can: (a) support AI use for socially beneficial initia-
 tives; (b) promote creativity by providing more accessible 
 AI tools for entrepreneurial or artistic creation and expres-
 sion; and (c) provide greater ability to test for bias and al-
 gorithmic discrimination. 

 Open Research for the Public Good 

 Making foundation model weights widely available allows 
 a broader range of actor researchers and organizations 
 to leverage advanced AI for projects aimed at improving 
 public welfare. This approach democratizes access to 
 cutting-edge technology, enabling efforts across health-
 care,143 environmental conservation,144 biomedical inno-
 vations, and other critical areas that benefit society.145, 146, 147 

 the current lack of clear determination regarding how to 
 eliminate bias from all forms of AI models indicates that 
 more research is needed to determine whether open foun-
 dation models substantially change this risk. 

 “...it may be di icult to prevent open  
foundation models or their downstream  
applications from perpetuating biases 
 and harmful institutional norms that 
 may impact individuals’ civil rights. Bias  
encoded in foundation models becomes far  
more powerful when those models are used  
in decisional contexts, such as lending,  
health care, and criminal sentencing.” 
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 vantage of as the technologies develop. A few companies 
 spend vast amounts on the physical infrastructure to train 
 foundation models, rendering it difficult for academics, 
 smaller companies, nonprofits, and the public sector to 
 keep pace.158 The $2.6 billion requested in January 2023 
 over six years for the National Artificial Intelligence Re-
 search Resource (NAIRR) is significantly less than the over 
 $7 billion that Meta expects to spend on GPUs alone this 
 year; Facebook, a Meta company, states that it will have 
 350,000 H100 GPUs by the end of 2024, whereas leading 
 universities have just hundreds.159, 160, 161 Companies retain-
 ing proprietary control over the most advanced AI models, 
 with the biggest companies making the largest invest-
 ments by far, could continue to concentrate the economic 
 power that derives from foundation models and hinder 
 innovation more broadly.162 The potential entrenchment 
 of incumbent firms risks significant harm to competition. 

 The effects that dual-use foundation models with widely 
 available model weights may have on these dynamics is 
 uncertain. Open model weights are unlikely to substantial-
 ly impact the advanced foundation model industry, given 
 constraints such as access to compute and other resourc-

 dation models.152 As more companies, local governments, 
 and non-profits use AI for rights-impacting activities, such 
 as in healthcare, housing, employment, lending, and edu-
 cation, the need to better understand how these systems 
 perpetuate bias and discrimination. There is a long history 
 in the civil rights community of collaborative testing, and 
 the wide availability of model weights enables that tradi-
 tion to continue.153 

 Competition, Innovation, and 
 Research 

 This section covers the marginal risks and benefits du-
 al-use foundation models with widely available model 
 weights may introduce to AI competition, innovation, and 
 research.154 

 In traditional products, like cars or clothes, much of the 
 price paid by the consumer goes toward producing that 
 specific item. However, AI models, like television shows 
 and books, are information goods. Training an advanced 
 AI model requires a vast amount of resources, including 
 financial resources,155 but once trained, the model can be 
 reproduced at a much lower cost.156 “Vertical” markets of 
 information goods like this reduce competition and lead 
 to the dominance of a small number of companies. Suc-
 cessful companies can use their resources to produce 
 higher quality products, driving out competitors and gain-
 ing even more market control.157 Despite this rapid growth, 
 markets related to AI foundation models risk potentially 
 tending towards concentration that may lead to monopo-
 ly or oligopoly. The potential tendency toward monopoly 
 or oligopoly partially derives from the structural advan-
 tages that already-dominant firms may be able to take ad-

 “The ability to test for bias and  
algorithmic discrimination 
 is significantly enhanced 
 by widely available model  
weights. A wider community of  
researchers can work to identify  
biases in models and address  
these issues to create fairer AI  
systems.” 
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 Thus, there is a risk that the dual-use foundation models 
 with widely available model weights—without additional 
 components being made available or other work being 
 undertaken—may create the perception of more compe-
 tition. Without additional openness and transparency, it 
 could seem as if there are more players throughout the 
 AI supply chain while only a few companies still control 
 most of the compute and human capital. For example, a 
 small number of companies currently dominate the tech 
 sector, having grown to prominence in an era that em-
 braced open-source software for many purposes. With 
 open source software, programmers make their work 
 freely available to the community.168 This open sharing 
 of resources has added trillions to the global economy169 

 and is a staple of software development today and wide-
 ly supported worldwide.170 But it has also been argued 
 to increase global inequality.171 Investing in open source 
 models can be an optimal business model for companies 
 in ways that might lead to further market concentration,172 

 without necessarily reinvesting into the communities that 
 contributed to the development of the technologies.173 

 Businesses might create an open AI model to create a “first 
 mover advantage,” leading to wider adoption of their par-
 ticular technology. In turn, this might push competitors 
 out of the marketplace, support free public development 
 of the companies’ internal systems,174 and create future li-
 censing opportunities.175 In the context of open source, for 
 example, some commentators have noticed that “where 
 some tech companies initially fought open source, see-
 ing it as a threat to their own proprietary offerings, more 
 recently these companies have tended to embrace it as a 
 mechanism that can allow them to entrench dominance 
 by setting standards of development while benefiting 
 from the free labor of open source contributors.”176 A sim-
 ilar dynamic may occur in the AI context.177 At the same 

 es. However, even with just a few foundation models in 
 the ecosystem, downstream applications may generally 
 become more competitive.163 With this caveat in mind, 
 there are certain effects to competition, innovation, and 
 research that can be associated with dual-use foundation 
 models with widely available model weights. 

 R I S KS  O F  W I D E LY AVA I L A B L E  M O D E L  
 W E I G H TS  FO R  CO M P E T I T I O N ,  I N N OVA -
 T I O N ,  A N D  R E S E A R C H  

 Perception of more market diversity than actual-

 ly exists due to other factors 

 Widely available model weights are only one of many 
 components in the gradient of openness of AI dual-use 
 foundation models,164 and their availability alone may 
 be insufficient to bring about significant and long-lasting 
 benefits.165 The degree to which dual-use foundation mod-
 els with widely available model weights may provide ben-
 efits to competition, innovation, and research is not fully 
 clear, but the benefits seem more likely to be realized or 
 maximized when additional conditions are in place to per-
 mit their full utilization. In particular, the benefits of these 
 models may vary depending on whether other compo-
 nents of a model (e.g., training data, model architecture) 
 and related resources (e.g., compute, talent/labor, fund-
 ing for research) are also readily available.166 Furthermore, 
 vertical integration of the AI stack among a few key players 
 could serve to bottleneck upstream markets, which may 
 impact downstream use and applications of these mod-
 els.167 
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 them more control over sensitive data used in fine-tuning, 
 the biases of systems, and more, as opposed to accessing 
 models through an API, which may raise latency and priva-
 cy concerns. This control may be particularly pertinent to 
 healthcare and education service providers. However, the 
 level at which dual-use foundation models with widely 
 available model weights could affect market concentra-
 tion in upstream and specialized markets necessitates fur-
 ther examination.181 

 Second, open foundation models can help lower the 
 barrier to entry for smaller actors to enter the market for 
 downstream AI-powered products and services by reduc-
 ing upfront costs that would have gone into model devel-
 opment or costs associated with paying a developer to use 
 one,182 and enabling competition against entrenched in-
 cumbents183 (who may cut off API access to start-ups that 
 pose a competitive threat), potentially reducing switching 
 costs.184 Start-ups can leverage these models in a variety 
 of “wrapper” systems, such as chatbots, search engines, 
 generative customer service tools, automated legal anal-
 ysis, and more. Lowering the barrier to entry can allow 
 smaller companies and startups to compete on a more 
 even scale with better resourced competitors in down-
 stream markets, thereby diversifying and decentralizing 
 the concentration of power.185 This benefit applies inter-
 nationally as well—open foundation models contribute to 
 international development and reducing the global digital 
 divide, goals stated in the U.S.-led UN General Assembly 
 resolution, “Seizing the opportunities of safe, secure and 
 trustworthy artificial intelligence systems for sustainable 
 development.”186 

 Further, the diversification of the AI ecosystem through 
 dual-use foundation models with widely available model 
 weights may also allow communities to access AI systems 

 time, “[t]he history of traditional open-source software 
 provides a vision of the value that could result from the 
 availability of open-weights AI models—including en-
 abling greater innovation, driving competition, improving 
 consumer choice, and reducing costs.”178 

 B E N E F I TS  O F  W I D E LY AVA I L A B L E  M O D E L  
 W E I G H TS  FO R  CO M P E T I T I O N ,  I N N OVA -
 T I O N ,  A N D  R E S E A R C H  

 Lower Market Barriers to Entry 

 Dual-use foundation models with widely available model 
 weights provide a building block for a variety of down-
 stream uses and seem likely to foster greater participation 
 by diverse actors along the AI supply chain. 

 While these models still require vast resources to train 
 and develop, and the resources necessary to train leading 
 models are likely to increase,179 broadened access to mod-
 el weights may decentralize the downstream AI applica-
 tion market. Open models can help: (i) businesses across 
 a range of industries integrate AI into their services and (ii) 
 lower the barrier to entry for non-incumbents to innovate 
 downstream AI applications. 

 First, widely available model weights offer a significant 
 advantage to businesses by enabling the development 
 of innovative products and the customization of existing 
 applications. These enterprises can also augment and 
 fine-tune these models to fit seamlessly into their spe-
 cific, sector-based products, enhancing the functionality 
 and user experience of their applications.180 A company 
 could leverage these models to create a bespoke internal 
 knowledge base, optimizing information retrieval and 
 decision-making processes within the organization. Orga-
 nizations can also control their own models, which gives 
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 space as a whole, and some research may require or oth-
 erwise benefit from deeper levels of access than closed 
 models may offer.197, 198 Shifting away from open research 
 methods may also incur a cost to communities that cur-
 rently operate on openness.199 At the same time, there 
 may be a risk that a reliance on open models could reduce 
 incentives for capital intensive research.200 

 The net benefit to AI R&D from widely available model 
 weights may be limited, however. R&D may also depend 
 on other factors, such as access to computational resourc-
 es201 and to components such as training data.202 Further, 
 potential limitations related to the lack of user feedback 
 and model usage fragmentation may impact the degree 
 of innovation associated with dual-use foundation mod-
 els with widely available model weights; in particular, as 
 some academics note, “open foundation model devel-
 opers generally do not have access to user feedback and 
 interaction logs that closed model developers do for im-
 proving models over time” and “because open foundation 
 models are generally more heavily customized, model us-
 age becomes more fragmented and lessens the potential 
 for strong economies of scale.”203 

 Disrupt AI Monoculture 

 These models could also help disrupt potential “algorith-
 mic monoculture” by introducing alternatives to leading 
 firms’ proprietary models for downstream deployers. 
 While, as noted above, open model weights may not im-
 pact the very frontier of foundation model competition, 
 they will likely increase the amount of models available to 
 create downstream products. “Algorithmic monoculture” 
 has been described as “the notion that choices and prefer-
 ences will become homogenous in the face of algorithmic 
 curation.”204 In an algorithmic monoculture, the AI ecosys-
 tem comes to rely on one or a few foundation models for 

 when they would otherwise not be served by large AI com-
 panies (e.g., because serving smaller communities may be 
 less economically viable or the interest too niche to legit-
 imize financially).187 This could strengthen the national AI 
 workforce and foster the creation of specialized products 
 and services that serve these communities in particular.188 

 Bolster AI Research and Development 

 Widely available model weights allow actors without ac-
 cess to the resources needed to train large models, such as 
 non-profits and academics, to contribute more effectively 
 to AI research and development.189 This increased access 
 both facilitates and diversifies AI research and develop-
 ment, and helps ensure that development of AI systems 
 considers a diverse range of equities, perspectives, and 
 societal impacts.190, 191 

 A broader range of actors with varying areas of expertise 
 and perspectives can contribute to an existing model, col-
 laborate, and experiment with different algorithmic solu-
 tions and increase independent research reproduction 
 and validation.192 Open foundation models operate as 
 the foundational infrastructure to power a wide variety of 
 products, which allows the developers of these models to 
 benefit from community improvements, such as making 
 inference more efficient. 

 These models could help facilitate research and develop-
 ment into safe, secure, and trustworthy AI (e.g., bias re-
 search using open models, greater auditing capabilities);193 

 efficiency, scalability, and capability in AI (e.g., quantiza-
 tion and memorization);194 and deployment of AI systems 
 into different sectors or for novel use cases.195 Models with 
 open weights have spurred the development of AI model 
 evaluation benchmarks.196 These models could also allow 
 for research that is generalizable to the foundation model 
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 Importantly, new effects arise not from foundation mod-
 els alone, but from where and how technology interacts 
 with people and systems, such as the economy or our 
 social relationships.209 Human creativity is a major driver 
 of these new effects, and openness allows more human 
 creativity to access dual-use foundation models. The eco-
 nomic impacts of AI, and in particular of large foundation 
 models, become far more powerful when any company 
 can tap into them, diversifying the number of use cases of 
 these models.210 As is the case with any new technology, 
 societal risks can emerge. For example, the ability to use 
 dual-use foundation models to create deepfakes is prob-
 lematic when a foreign agent can use it to disrupt Ameri-
 can elections,211 but the risk is magnified when high school 
 children everywhere can make a fake video of their class-
 mates.212 Bias encoded in foundation models becomes far 
 more powerful when those models are used to determine 
 lending,213 health care,214 and prison terms.215 AI has more 
 effects when it is more capable and when it interacts with 
 more people and systems. Technological testing and eval-
 uation are useful for examining models based on technical 
 capabilities, but cannot anticipate the many ways that a 
 model might be used when set loose in society. 

 Openness tends to increase the number of new effects 
 and uses of technologies, including foundation models. 
 Thus, open foundation models will, generally speaking, 
 likely increase both benefits and risks posed by founda-
 tion models. However, it is important to note that there is 
 significant uncertainty around the harms/benefits of any 
 specific use,216 and closed models carry their own unique 
 benefits and risks. 

 Though dual-use foundation models are relatively new 
 technologies, the challenge of adapting to unknown tech-
 nological effects is not. As the World Wide Web became 

 a vast range of downstream applications and diverse use 
 cases; this homogeneity throughout the ecosystem could 
 lead to technological risks, such as black boxing, method-
 ological uniformity, and systemic failures,205 and societal 
 concerns, including persistent exclusion or downgrading 
 of certain communities, centralized cultural power, and 
 further marginalization of underrepresented perspec-
 tives.206 Algorithmic monoculture can result from mar-
 ket concentration in a few select foundation models that 
 impact a range of downstream applications and users.207 

 Widely available model weights may mitigate algorithmic 
 monoculture by allowing for greater algorithmic diversity. 
 However, the extent of this mitigation to a monoculture 
 effect may itself be affected by their own number and vari-
 ety; for example, a dual-use foundation model with widely 
 available model weights with sufficient adoption could it-
 self create its own algorithmic monoculture based on the 
 widely adopted model. 

 Uncertainty in Future Risks and 
 Benefits 

 Many benefits and harms of foundation models are already 
 occurring. However, some of these risks are yet specula-
 tive or unforeseen, while other risk/benefit areas can be 
 identified. The potential future outcomes are so uncertain 
 that effective, definitive, long-term AI strategy-setting is 
 difficult. Indeed, some effects may be considered harms 
 by some people and benefits by others.208 While this is true 
 for many of the benefits and risks discussed in this report, 
 this observation particularly complicates classifying un-
 certain futures as beneficial or harmful, which can imply a 
 level of confidence that does not exist. 
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 Summary of Risks and Benefits 

 Wide availability of open model weights for dual use foun-
 dation models could pose a range of marginal risks and 
 benefits. But models are evolving too rapidly, and extrap-
 olation based on current capabilities and limitations is too 
 difficult, to conclude whether open foundation models, 
 overall, pose more marginal risks than benefits (or vice 
 versa), as well as the isolated trade-offs in specific sections. 
 For instance, how much do open model weights lower the 
 barrier to entry for the synthesis, dissemination, and use 
 of CBRN material? Do open model weights propel safety 
 research more than they introduce new misuse or control 
 risks? Do they bolster offensive cyber attacks more than 
 propel cyber defense research? Do they enable more dis-
 crimination in downstream systems than they promote 
 bias research? And how do we weigh these considerations 
 against the introduction and dissemination of CSAM/NCII 
 content? The following policy approaches and recommen-
 dations consider these uncertain factors and outline how 
 the U.S. government can work to assess this evolving land-
 scape. 

 popular, proponents claimed it was a place to collabora-
 tively come together.217 Those proponents did not antic-
 ipate that this connection could, ironically, also lead to 
 loneliness.218 Advanced AI technologies are a particularly 
 challenging policy problem, because AI develops so quick-
 ly219 and business goals, rather than public interest, large-
 ly drive innovation.220 Future policymakers will need to 
 monitor risks and be adaptive as technology and society 
 changes. 

 Methods for managing uncertain problems like advanced 
 AI have been studied under a variety of frameworks.221 

 Approaches to deal with the deep uncertainty around AI 
 specifically include broad stakeholder participation,222 

 explicit and repeated evaluation of values used for deci-
 sion-making,223 a focus on identifying and understanding 
 hidden or potentially emergent issues to inform policy-
 makers,224 mapping out potential futures and scenarios,225 

 and setting up dynamic plans involving potential actions, 
 evaluations, and timelines for reevaluation under chang-
 ing conditions.226 

 “Wide availability of open model weights for dual use foundation  
models could pose a range of marginal risks and benefits. But models  
are evolving too rapidly, and extrapolation based on current capabilities  
and limitations is too difficult, to conclude whether open foundation  
models, overall, pose more marginal risks than benefits.” 
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 ability of model weights for specific classes of dual-use 
 foundation models through existing authorities or by 
 working to establish new authorities. Restrictions could 
 take a variety of forms, including prohibitions on the wide 
 distribution of model weights, controls on the exports of 
 widely available model weights, licensing requirements 
 for firms granted access to weights, or the limiting of ac-
 cess to APIs or web interfaces. A structured access regime 
 would determine who can perform specific tasks, such 
 as inference, fine-tuning, and use in third-party applica-
 tions.227 Another approach could involve mandating a 
 staged release, where progressively wider access is grant-
 ed over time to certain individuals or the public as the 
 developer evaluates post-deployment risks and down-
 stream effects.228 Additionally, a government agency could 
 require review and approval of model licenses prior to the 
 release of model weights or at other stages in a structured 
 access or staged release regime. 

 Pros: Proponents of restricting model weights argue that 
 such measures are essential for limiting nefarious actors’ 
 ability to augment foundation models for harmful purpos-
 es. For instance, restrictions could reduce the accessibili-
 ty of specific models trained on biological data, possibly 
 creating a higher barrier to entry for the design, synthesis, 
 acquisition, and use of biological weapons.229 Additionally, 
 limiting the availability of specific advanced open-weight 
 models could potentially limit the ability of countries of 
 concern to build on these models and gain strategic AI re-
 search advantages.230 Restricting the wide availability of 
 model weights could potentially limit the capabilities of 
 countries of concern, as well as non-state actors, from de-
 veloping and deploying sophisticated AI systems in ways 
 that threaten national security and public safety. 

 Cons: Restrictions on the open publication of model 

 The U.S. government could pursue a range of approach-
 es to governing the risks and benefits of dual-use foun-
 dation models with widely available model weights. 
 This Report considers three main policy approaches: 

 1.  Restrict the availability of model weights for du-
 al-use foundation models 

 2.  Continuously evaluate the dual-use foundation
 model ecosystem and build & maintain the capaci-
 ty to effectively respond 

 3.  Accept or promote openness 

 This Report analyzes the pros and cons of these three ap-
 proaches and ultimately concludes, as NTIA’s recommen-
 dation, that the government should not restrict the wide 
 availability of model weights for dual-use foundation 
 models at this time. Instead, the U.S. government should 
 actively monitor and maintain the capacity to quickly re-
 spond to specific risks across the foundation model eco-
 system, by collecting evidence, evaluating that evidence, 
 and then acting on those evaluations. The government 
 should also continue to encourage innovation and leading 
 international coordination on open models, while pre-
 serving the option to restrict the wide availability of cer-
 tain classes of model weights in the future. 

 Policy Approaches 

 1. 
 R E ST R I CT  T H E  AVA I L A B I L I TY O F  M O D E L  
 W E I G H TS  FO R  D UA L- US E  FO U N DAT I O N  
 M O D E LS  

 The U.S. government could seek to restrict the wide avail-
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 tion models do not similarly restrict the wide availability 
 of model weights, the risks will persist regardless of U.S. 
 policy. Some commenters have argued that the sharing or 
 open dissemination of model weights would be protect-
 ed under the First Amendment, similar to protections that 
 have been recognized by some courts for open-source 
 software.235 

 2. 
 CO N T I N U O US LY E VA LUAT E  T H E  D U -
 A L- US E  FO U N DAT I O N  M O D E L  E CO SYS -
 T E M  A N D  B U I L D  &  M A I N TA I N  T H E  C A PAC-
 I TY TO  E F F E CT I V E LY R E S P O N D  

 A second approach would require the U.S. government 
 to build the capacity to continuously evaluate dual-use 
 foundation models for evidence of unacceptable risk, and 
 to bolster its capacity to respond to models that present 
 such risk. The U.S. government can leverage the informa-
 tion and research that an open environment fosters to en-
 gage in ongoing monitoring of potential risks of dual-use 
 foundation models. By staying up-to-date on model ad-
 vancements, the U.S. government can respond to current 
 and future risks in an agile and effective manner. 

 Effective risk monitoring would require access to informa-
 tion on both open and proprietary foundation models, in-
 cluding dual-use foundation models and other advanced 
 AI models, systems, and agents.236 Useful risk evaluation 
 information could include data from foundation model 
 developers, AI platforms, independent auditors, and other 
 actors in the foundation model marketplace,237, 238 model 
 evaluations and red-teaming results,239, 240 and standard-
 ized testing, evaluations, and risk benchmarks.241, 242 It 
 could also include keeping track of key indicators in the 
 economic and social systems that impact and interact 
 with foundation models. 

 For instance, AI-generated CSAM and NCII are created us-
 ing models with widely available model weights that are 
 well below the 10 billion parameter threshold of a du-
 al-use foundation model.234 Further, if other countries with 
 the current or future capacity to develop dual-use founda-

 weights would impede transparency into advanced AI 
 models.231 The degree of this effect, and other negative ef-
f ects in this section, depend on the types and magnitude 
 of restrictions. Model weight restrictions could hinder col-
 laborative efforts to understand and improve AI systems 
 and slow progress in critical areas of research, including AI 
 safety, security, and trustworthiness, such as bias mitiga-
 tion and interpretability.232 Restrictions might also hamper 
 research into foundation models, and stifle the growth of 
 the field.233 This could force investment and talent to re-
 locate to more permissive jurisdictions, enhance adver-
 sary and competitor capabilities, and limit U.S. and allied 
 autonomy to control the distribution of specific model 
 weights. Targeted restrictions on certain classes of models 
 may impose less of these costs than broader restrictions. 
 Restrictions that use specific benchmarks or are not care-
 fully scoped may not address some key risks and concerns. 

 “Restrictions on the open publication of  
model weights would impede transparency  
into advanced AI models...Model weight  
restrictions could hinder collaborative  
efforts to understand and improve AI  
systems and slow progress in critical 
 areas of research, including AI safety,  
security, and trustworthiness, such as bias  
mitigation and interpretability.” 
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 Cons: Besides the potential risks of not restricting open 
 model weights mentioned above, such as enabling inno-
 vation in countries of concern, one major drawback is the 
 cost to the U.S. government. AI will impact many corners 
 of government, so cross-sector monitoring capacity will 
 likely require significant investment. Monitoring imposes 
 obligations on companies, which could be costly, especial-
 ly for smaller companies in the AI value chain, and burden 
 the U.S. innovation ecosystem. Compelled disclosures to 
 the government and public could also be intrusive and 

 Best practices around evaluation and transparency will 
 change over time, as will society’s perceptions of the most 
 pressing risks, so the U.S. government would need flexi-
 bility in future adaptations of evaluation standards and 
 transparency requirements. Monitoring of specific risks, 
 such as CBRN or cybersecurity risks, may require liaising 
 between agencies with specific subject matter expertise.243 

 In addition, monitoring requires secure storage of the 
 research, including for external research and internal re-
 search with proprietary data.244 The risks that arise from 
 open and closed foundation models involve not just the 
 technology itself, but how those models interact with so-
 cial, legal, and economic systems post-deployment.245, 246 

 Consequently, effective monitoring and responsiveness 
 would require combined technical, social, legal, and eco-
 nomic expertise. 

 Research and evaluation methods would need to be de-
 veloped, including benchmarking, evaluation of capabili-
 ties, risks, limitations, and mitigations, red-teaming stan-
 dards, and methods for monitoring and responding when 
 appropriate to the more social, long-term, and emergent 
 risks. International cooperation would also be needed.247 

 As other nations develop their governance frameworks for 
 foundation models, the U.S. could work to collaborate on 
 interoperable standards and guidelines with like-minded 
 partners. 

 Pros: A monitoring approach gives time for the U.S. govern-
 ment to develop the staffing, knowledge, and infrastruc-
 ture to respond to AI’s rapid developments.248 Monitoring 
 allows for a more targeted approach to risk mitigation. If 
 done well, it allows the United States to continue to ben-
 efit from the wide availability of model weights, such as 
 through innovation and research, while protecting against 
 both near- and long-term risks. The uses of AI will likely 
 continue to change, as will the technology itself, and the 

 marketplace of model developers, distribution platforms, 
 companies using fine-tuned models, and end users.249 A 
 monitoring approach would give time for the U.S. govern-
 ment to develop the staffing, k nowledge, a nd i nfrastruc-
 ture to respond appropriately.250 In addition, the increased 
 AI capabilities that could come from this approach could 
 support continued U.S. leadership on the international AI 
 front. 

 “Monitoring allows for a 
 more targeted approach to 
 risk mitigation...[Monitoring]  
allows the United States to  
continue to benefit from the  
wide availability of model  
weights, such as through  
innovation and research, while  
protecting against both near- 
 and long-term risks.” 
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 ers of dual use foundation models. It is likely that the main 
 benefits of openness would arise from innovation and 
 research.254 Openness may provide more access for small 
 businesses to access foundation model resources.255 Open 
 resources are the norm among academic researchers, 
 who draw on previous work to build a collective, public 
 body of knowledge.256 In recent years, private companies 
 have overtaken academics in AI research.257, 258 Encourag-
 ing openness could potentially reverse that trend. In addi-
 tion, incentives for openness could support greater access 
 for researchers to examine models for safety, security, and 
 trustworthiness, including bias and interpretability.259 

 Cons: There are several significant drawbacks to a hands-
 off or affirmative promotion approach. There has already 
 been significant involvement by both the U.S. and other 
 allied governments in obtaining industry commitments 
 and developing standards for AI risk management. Also, 
 as discussed, there are significant security, societal, and 
 strategic risks that may yet materialize from dual-use foun-
 dation models. This option would constrain the ability of 
 the U.S. government to understand the developing risk 
 landscape or to develop mitigation measures. Incentiviz-
 ing openness may well exacerbate many of the risks from 
 dual-use foundation models with widely available model 
 weights that have been outlined in this Report.260 For ex-
 ample, without restrictions on sharing model weights, 
 dual-use foundation models that create novel biorisk or 
 cybersecurity threats could be used by a wide range of 
 actors, from foreign nations to amateur technologists. As 
 innovation leads to new uses, new and unexpected harms 
 will likely arise. Besides the negative societal effects that 
 these risks could create, the U.S. government may also in-
 cur extra financial mitigation costs in areas such as cyber-
 security defense. 

 would need to be carefully considered to avoid exposure 
 of proprietary information. If this approach is not done 
 well, it could be a drain on government expenditures with-
 out substantially mitigating risks. For example, as innova-
 tion leads to new uses, more unexpected harms will likely 
 arise that require a government response. The U.S. gov-
 ernment may also incur extra financial mitigation costs in 
 areas such as cybersecurity defense. 

 3. 
 ACC E PT  O R  P R O M OT E  O P E N N E SS  

 The U.S. government has tended toward a laissez-faire 
 approach to many new technologies in order to promote 
 innovation and permit market forces to shape the devel-
 opment of technology.251 On the one hand, a hands-off 
 approach to the wide availability of dual-use founda-
 tion model weights can enable different competitive ap-
 proaches to the development of foundation models252 but 
 would rely on industry and the research community to 
 develop methods for detecting and mitigating risks. Sev-
 eral foundation model developers have already articulat-
 ed risk detection and mitigation frameworks that could 
 serve as the focus for broader norm development across 
 the industry.253 On the other hand, the U.S. government 
 could further affirmatively promote the wide availability 
 of model weights for dual-use foundation models. Fur-
 ther active steps could be taken, for example government 
 policy could be used to support open foundation models 
 through subsidies, procurement rules, or regulatory sup-
 port for open models. 

 Pros: An approach involving minimal government action 
 would pose the least risk of regulatory burden on develop-
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 tem of dual-use foundation models with widely 
 available model weights, and monitoring specific 
 model-based and downstream indicators of risk 
 for potential risk cases, as well as the difference in 
 capabilities between open foundation models and 
 proprietary models; 

 2.  Evaluate that evidence by comparing indicators
 against specified thresholds, to determine when risks 
 are significant enough to change the federal govern-
 ment’s approach to open-weight foundation model
 governance; and when appropriate, 

 3.  Act on those evaluations by adopting policy and reg-
 ulatory measures targeted appropriately across the AI 
 value chain. 

 The United States government does not currently have 
 the capacity to monitor and effectively respond to many 
 of the risks arising from foundation models. A significant 
 component of our recommendation is to increase the 
 government’s capacity for evidence gathering, agile deci-
 sion-making, and effective action. 

 ST E P  1  

 Collect Evidence 
 We recommend that the federal government take steps 
 to ensure that policymakers have access to a high-quality 
 evidence base upon which to assess policy approaches to 
 dual-use foundation models with widely available model 
 weights going forward.261 To develop and promote that ev-
 idence base, the federal government should: 

 A. Encourage, Standardize, and, if Appropriate,

 Compel Auditing and Transparency for Founda-

 tion Models

 Recommendations 

 NTIA recommends that the federal government ac-
 tively monitor and maintain the capacity to quickly 
 respond to specific risks across the foundation mod-
 el ecosystem, by collecting evidence, evaluating that 
 evidence, and acting on those evaluations. The gov-
 ernment should also continue encouraging innovation 
 and leading international coordination on topics related 
 to open foundation models. This recommendation pre-
 serves the option to restrict the wide availability of certain 
 future classes of model weights if the U.S. government as-
 sesses that the risks of their wide availability sufficiently 
 outweigh the benefits (option 1). This will allow the federal 
 government to build capacity to engage in effective over-
 sight of the ecosystem and to develop a stronger evidence 
 base to evaluate any potential interventions in the future. 

 As of the time of publication of this Report, there is not 
 sufficient evidence on the marginal risks of dual-use foun-
 dation models with widely available model weights to 
 conclude that restrictions on model weights are currently 
 appropriate, nor that restrictions will never be appropri-
 ate in the future. Prohibiting the release of some or all du-
 al-use foundation model weights now would limit the cru-
 cial evidence-gathering necessary while also limiting the 
 ability of researchers, regulators, civil society, and industry 
 to learn more about the technology, as the balance of risks 
 and benefits may change over time. 

 Active monitoring by the federal government of the con-
 tinued risks arising from dual-use foundation models with 
 widely available model weights should involve a risk-spe-
 cific risk management approach that includes three steps: 

 1.  Collect evidence about the capabilities, risks,
 and benefits of the present and future ecosys-
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 establish criteria to define the set of dual-use foundation 
 models that should undergo pre-release testing before 
 weights are made widely available, with the results of such 
 testing made publicly available to the extent possible. This 
 evaluation should be done with the complete spectrum of 
 model uses in mind, from deployment by model develop-
 ers to distribution on platform/hosting intermediaries to 
 specific business uses. 

 B. Support and Conduct Safety, Security, and

 Trustworthiness Research into Foundation Mod-

 els and High Risk Models, including Downstream

 Uses

 I. PERFORM INTERNAL GOVERNMENT RESEARCH 

 The U.S. government should engage in its own active re-
 search and analysis. The government should also con-
 tinue to build capacity for a broad array of expertise and 
 functions to conduct this research. Work being done by 
 a variety of agencies in their respective areas of subject 
 matter expertise could provide better insight into poten-
 tial gaps that may need to be filled to promote an open 
 ecosystem while addressing risks. For example, the U.S. 
 Copyright Office is undergoing a comprehensive initia-
 tive to examine copyright issues raised by AI.263 The De-
 partment of Energy’s Frontiers in AI for Science, Security, 
 and Technology (FASST)264 initiative plans to leverage the 
 departments’ supercomputers to provide insights into 
 dual-use foundation models and better assess potential 
 risks. The outcome of initiatives such as these could create 
 a better sense of the state of play in different fields (e.g., for 
 the U.S. copyright system, a more comprehensive under-
 standing of the interplay between the “fair use” doctrine 
 and the use of copyrighted works without permission 
 from the rights holder to train AI models). Consequently, 
 any research and data gathering should, where appropri-

 It is difficult to understand the risks of dual-use foundation 
 models without transparency into AI model development 
 and deployment, including downstream uses. To the 
 extent reasonable, the federal government should stan-
 dardize testing and auditing methods, which may vary 
 based on the capabilities, limitations, and contexts of use 
 of particular models and systems. The capabilities and 
 limitations of closed-weight foundation models are cur-
 rently good indicators of the potential future capabilities 
 and limitations of open-weight models. The federal gov-
 ernment should encourage, and where appropriate and 
 where authority exists, require either independent or gov-
 ernment audits and assessments of certain closed-weight 
 foundation models262 – especially closed-weight models 
 whose capabilities exceed those of advanced dual-use 
 foundation models with widely available model weights 
 and can therefore serve as a leading indicator of the fu-
 ture capabilities of those models. For instance, the U.S. AI 
 Safety Institute, housed in the National Institute for Stan-
 dards and Technology, plans to perform pre-and post-de-
 ployment safety tests of leading models. This work should 
 help the federal government understand and predict the 
 risks, benefits, capabilities, and limitations of dual-use 
 foundation models with widely available model weights. 
 The federal government should also aim to enable inde-
 pendent researcher access, in addition to U.S. AI Safety 
 Institute access, to certain closed-weight foundation mod-
 els, including downstream effects of AI on the information 
 individuals receive and how it affects their behavior. This 
 will help assess the risks and benefits that could arise from 
 future models. 

 As model capabilities and limitations change, so will the 
 appropriate testing and auditing procedures. The Unit-
 ed States should stay actively engaged in updating those 
 methods and procedures. The federal government should 
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 C. Develop and Maintain Risk Portfolios, Indicators,

 and Thresholds

 The U.S. government should identify specific risks, and 
 then, for each identified risk, maintain one or more risk 
 indicators. These can be technical indicators, such as 
 multi-modal capabilities or the ability of AI agents to ma-
 nipulate the external environment, or measurements of 
 confabulation or racial bias. They could also be societal 
 indicators, such as the breadth of adoption of a particular 
 AI system or the availability of certain physical materials 
 which could be used in conjunction with AI to create a 
 threat. 

 One important class of metrics for open-weight founda-
 tion models is leading indicators. These are indicators of 
 the risks, benefits, and capabilities that open-weight foun-
 dation models will – but do not currently – possess. It is im-
 portant that the government maintain robust leading in-
 dicators of model capabilities, because harms from open 
 models are difficult to undo once the weights are released. 
 While the existing capabilities of closed-weight models 
 are one leading indicator of the future capabilities, risks, 
 and benefits of open-weight foundation models, they are 
 not the only ones. Tracking the relative rate of advances 
 between open- and closed-weight models, for example by 
 comparing their performance on complex tasks over time, 
 would help identify when a given open-weight model is 
 poised to catch up to or surpass the capabilities of an ex-
 isting closed-weight model. By creating these metrics, the 
 government can better prepare for future risks and take 
 advantage of future benefits as these technologies contin-
 ue to rapidly evolve. 

 To actively monitor the open-weight foundation model 
 ecosystem, the federal government should maintain a 
 portfolio of risk cases, including unlikely risks and soci-

 es identified by research communities. Support could take 
 the form of direct research grants, including through the 
 National AI Research Institutes, or it could be provided by 
 prioritizing such research through compute resource sup-
 port programs like the proposed NAIRR. 

 ate, involve collaboration between relevant government 
 agencies. 

 Research into foundation models should not just include 
t echnical aspects of the models. It should also cover ar-
 eas of research such as the effects of AI on human actions, 
 privacy, legal ramifications, and downstream effects o f 
 dual-use foundation models. This research should also 
 address, for instance, the potential ability of these models 
t o increase CBRN risks, in particular, bio risks, as well as 
 cybersecurity concerns, and risks of human deception. 

 II. SUPPORT EXTERNAL RESEARCH 

 The federal government should support external research 
 on the risks and benefits related to dual-use foundation 
 models. Research into available technical and non-tech-
 nical mitigations for risks arising from dual-use founda-
 tion models with widely available model weights is also 
 important to prioritize. This could include research into 
 model explainability/interpretability and other 
approach-

 “Research into foundation models should  
not just include technical aspects of the  
models. It should also cover areas of  
research such as the effects of AI on  human 
actions, privacy, legal  ramifications, and 
downstream effects of  dual-use foundation 
models.” 
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 ST E P  2  

 Evaluate Evidence 
 Using a broad evidence base and specific risk indicators, 
 the federal government should assess whether the mar-
 ginal risks from open-weight models in a particular sector 
 or use case warrants government action. Specifically, the 
 federal government should: 

 A. Assess the Difference in Capabilities, Limita-

 tions, and Information Content between Closed

 and Open Models

 The government should assess and monitor the length of 
 the “policymaking runway”: the length of time between 
 when leading closed models achieve new capabilities and 
 when open-weight models achieve those same capabil-
 ities, along with a wider set of indicators including per-
 sistent limitations, and information about training data 
 and information content associated with open weight 
 models. 

 Once a capability appears in an open-weight model, it 
 may be impossible to wholly remove that capability from 
 the open-weight foundation model ecosystem. Therefore, 
 restrictions on open-weight models can be most effective 
 only before a particular capability is released in an open-
 weight model. Likewise, a rich understanding of limita-
 tions can help downstream integrators make informed 
 choices when selecting open models. 

 by (i) one or more leading indicators of risk, which can be 
 social and/or technological, (ii) thresholds for each indica-
 tor, and (iii) a set of potential policy responses that could 
 mitigate the risk. Benefit indicators should also be taken 
 into account when risk-benefit calculations are important. 
 When the indicator(s) meet the threshold(s), the govern-
 ment should consider intervening with one or more policy 
 responses. An example of this scenario is given in the Ap-
 pendix. 

 The choice of thresholds and potential policy responses 
 should weigh current and predicted future technical ca-
 pabilities, relevant legal considerations, and downstream 
 impacts. 

 In establishing thresholds and conducting assessments, 
 the government should recognize that the evidence base 
 for restrictions on dual-use foundation models with wide-
 ly available model weights is evolving. The benefits that 
 such models produce should be fully considered in estab-
 lishing those thresholds, as well as the legal and interna-
 tional enforcement challenges in implementing restric-
 tions.265 Additionally, consideration should be given to 
 whether each risk is better addressed with interventions 
 in downstream pathways through which those risks ma-
 terialize rather than in the availability of model weights.266 

 otechnical risks, that might arise from future open foun-
 dation models. Each such risk should be accompanied 

 “To actively monitor the open-weight  
foundation model ecosystem, the federal  
government should maintain a portfolio 
 of risk cases, including unlikely risks and  
sociotechnical risks, that might arise from  
future open foundation models.” 

 “Additionally, consideration should 
 be given to whether each risk is better  
addressed with interventions in  
downstream pathways through which  
those risks materialize rather than in the  
availability of model weights.” 
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 ble to today’s most advanced foundation models.271 

 Furthermore, the risks and benefits of AI arise in compli-
 cated social and technical ways, which depend on the type 
 of information processed by the model and the potential 
 set of use cases. Evo, a state-of-the-art AI biological design 
 tool that can work with proteins, DNA, and RNA,272 seems 
 to fit most of the requirements for a dual-use foundation 
 model.273 However, some biological design tools current-
 ly only involve approximately hundreds of millions of pa-
 rameters – far less than in the dual-use foundation model 
 definition. Many text-to-image and text-to-video models 
 do not require more than 10 billion parameters.274 A giant 
 model is not required to make a deepfake video – it can be 
 done on a personal computer.275 

 In addition to the number of parameters, there are many 
 other features that make AI models potentially powerful 
 and which may be useful in establishing benchmarks and 
 definitions for monitoring and action. Policymakers and 
 researchers should take into consideration the following 
 non-exhaustive list of factors. The relative importance of 
 each factor will vary depending on the situation: 

 1.  Number of parameters

 2.  Computing resources required to train a model

 3.  Training data – dataset size and quality, nature and 
 confidentiality of the data, difficulty of reproducing
 the data.

 4.  Model architecture and training methods

 5.  Versatility – the types of tasks a model can perform 

 6.  Potential risks – explicitly identified use cases that
 create specific harms

 7.  Access and adoption – the number of people, or-

 Many factors may affect the policymaking runway, and its 
 length will affect the speed with which policymakers will 
 need to respond to changes in capabilities, limitations, 
 and information content of open models available in the 
 open model ecosystem. 

 B. Develop benchmarks and definitions for mon-

 itoring and action.

 There are a range of factors that should be considered 
 when developing monitoring benchmarks and definitions, 
 not only those listed in the EO definition of dual-use foun-
 dation models. Numerical measures such as the number 
 of floating-point operations used in training provide rough 
 estimates of model capabilities, and can be used as a first 
 step to distinguish models that deserve further scrutiny. 
 But to properly calibrate monitoring and policy inter-
 ventions to the appropriate models, the US government 
 should developing benchmarks and definitions for model 
 capabilities that incorporate other factors as well. One rea-
 son for this is that, while numerical measures like the num-
 ber of parameters/weights or floating point operations per 
 second (FLOPS) are often related to a model’s technical 
 capabilities,267 advances in algorithms, architectures, pro-
 cessors, and the complexities posed by multi-modal mod-
 els may gradually cause any numerical metric to become 
 outdated. For instance, the Executive Order refers to “tens 
 of billions of parameters” in the definition of dual-use 
 foundation model. However, Meta’s Llama 3 8B, which did 
 not exist at the time the Executive Order was written and 
 does not have enough parameters to meet this definition, 
 outperforms LLama 2 70B,268 which does meet the defini-
 tion, on a number of benchmarks.269 With computing ca-
 pabilities increasing exponentially over time,270 it is quite 
 possible that personal computers will someday be able to 
 train highly capable and generalizable models compara-
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 ST E P  3  

 Act on Evaluations 
 Given the varied nature of risks that foundation models can 
 and will pose, the government should maintain the ability 
 to undertake interventions, which should be considered 
 once the risk thresholds described above are crossed such 
 that the marginal risks substantially outweigh the margin-
 al benefit. These interventions include restrictions on ac-
 cess to models (including model weights) and other risk 
 mitigation measures as appropriate to the specific con-
 text when restrictions on widely available model weights 
 are not justified or legally permissible. 

 A. Model Access Restrictions

 One broad category of such interventions involves restrict-
 ing access to, or requiring pre-release model licensing for, 
 certain classes of dual-use foundation models or systems. 
 At one end of this category is complete restriction of a 
 model from being publicly distributed, including model 
 weights and API access. A less extreme step would involve 
 restricting the open sharing of model weights and allow-
 ing public access only to hosted models. These restrictions 
 would impose substantial burdens on the open-weight 
 model ecosystem and should require significant evidence 
 of risk. There are many different ways to implement a 
 structured access program that restricts access to model 
 weights,281 where government could set guidelines “for 
 what capabilities should be made available, in what form, 
 and to whom.”282 The government could also mandate that 
 intermediary AI platforms ensure that restricted weights 
 are not available on their platforms or are only available 
 in select instances. These restrictions could potentially be 
 effectuated through existing statutory authorities (such as 

 ganizations, and systems that use or are affected by 
 the model 

 8.  Emergence – the ability of a model to perform tasks 
 that it was not explicitly trained for

 9.  Evaluated capabilities – performance on partic-
 ular tasks, including non-technical tasks such as
 AI-human interactions276

 10. Information modalities – the types of information
 the model can process, such as image, text, genet-
 ic data277, biometric data278, real-world sensing279 or
 combinations of multiple types.

 C. Maintain and Bolster Cross-disciplinary Fed-

 eral Government Capacity to Evaluate Evidence

 Effective monitoring, assessment, and decision-making 
 will require cross-disciplinary expertise and resources. 
 The U.S. government should encourage and hire this type 
 of talent. Technical specialists and access to AI models will 
 be necessary to stay current on model capabilities. But 
 social scientists will also be necessary to understand the 
 economic and social effects of dual-use foundation mod-
 els with widely available model weights. Legal experts, in-
 cluding privacy, First Amendment, copyright, foreign pol-
 icy, as well as human and civil rights scholars, should be 
 consulted on the legal and constitutional implications of 
 intervening or failing to intervene. Domestic and interna-
 tional policy analysts will help navigate the complexities of 
 government decision-making. The government has made 
 significant strides in increasing the Federal AI workforce 
 through the AI Talent Surge launched by EO 14110. The 
 United States should continue that trend by hiring top tal-
 ent across the fields that foster AI-related skills.280 Particu-
 lar care should be taken to maintain effective cross-agency 
 collaboration because the impacts of dual-use foundation 
 models do not fit neatly in any one category. 
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 B. Other Risk Mitigation Measures

 Because the risks and benefits of dual-use foundation 
 models are not solely derived from the model itself, ap-
 propriate policy measures may not concern the model 
 weights specifically, depending on the nature of the risks 
 and benefits.285 The government should maintain the abil-
 ity to respond with a wide range of risk mitigations in ac-
 cordance with its legal authority. The foundation model 
 ecosystem has many components, and in many cases the 
 most effective risk reduction will happen downstream of 
 the model weights. It is important to note that several en-
 forcement agencies have indicated that their authorities 
 apply to the latest developments in AI technology, for ex-
 ample to address discrimination and bias.286 

 Whether and how regulations apply throughout the AI 
 stack is beyond the scope of this Report, but it is an area 
 worth exploring. These mitigations will likely depend on 
 the specific risk. For example, in cases where dual-use 
 foundation models with widely available model weights 
 enable creation of dangerous physical objects, restrictions 
 on physical materials may be warranted. 

 Firm data privacy protections should be developed and 
 adapted as foundation models continue to interact with, 
 and draw data from, progressively larger data sets, pro-
 cessed at higher velocities, that touch on more parts of 
 Americans’ lives. Other mitigation measures might include 
 better content moderation on online platforms to limit il-
 legal or abusive generated content, improved spear-phish-
 ing filters for emails, user interface designs to highlight 
 possible misinformation and limited accessibility to CBRN 
 datasets. Effective mitigations could also include making 
 potentially impacted systems more robust and resilient 
 to harmful effects of AI. This could include minimizing the 
 reach of disinformation campaigns, and providing sup-

 the appropriate scope and nature of those restrictions. 
 The federal government should prioritize international 
 collaboration and engagement on its policy concerning 
 the governance of dual-use foundation-models with wide-
 ly available model weights. 

 The United States should also retain the ability to promote 
 certain types of openness in situations that have the po-
 tential to pose risk, but for which there is not enough infor-
 mation. This could include structured access for research-
 ers,284 further information gathering on the part of the U.S. 
 government, or funding for specific risk research. 

 the Export Administration Act) or through Congressional 
 action, though this Report does not consider questions of 
 legal authority in detail. 

 Any consideration of the appropriate scope or nature of 
 these restrictions would require legal and constitutional 
 analysis.283 Intellectual property considerations, which are 
 not the principal focus of this Report, would also inform 
 the question of whether, and how far, to restrict. 

 Importantly, the effects o f A I a nd p otential c auses o f A I 
 risk are not bound to any single country, and the effective-
 ness of restrictions on the distribution of model weights 
 depends in significant part on international alignment on 

 “Given the varied nature of risks that  
foundation models can and will pose, the  
government should maintain the ability 
 to undertake interventions, which should  be 
considered once the risk thresholds  
described above are crossed such that the  
marginal risks substantially outweigh the  
marginal bene it.” 
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 Conclusion 

 The current evidence base of the marginal risks and ben-
 efits of open-weight foundation models is not sufficient 
 either to definitively conclude that restrictions on such 
 open-weight models are warranted, or that restrictions 
 will never be appropriate in the future. Accordingly, we 
 recommend a three-part framework for the federal gov-
 ernment to actively monitor the evidence base for the 
 risks and benefits of dual-use foundation models with 
 widely available model weights: collecting evidence about 
 their capabilities, limitations, and information content, 
 evaluating that evidence against thresholds of concern, 
 and potentially acting upon those evaluations through 
 appropriate policy measures. The government should 
 also incentivize global and domestic research and innova-
 tion that harnesses the many benefits of open foundation 
 models. 

 port resources for human victims of AI-generated harms. 
 Ultimately, a combination of education, experience, re-
 search, and proactive efforts by model creators will likely 
 be necessary to help mitigate a broad array of risks. 

 A D D I T I O N A L  G OV E R N M E N T  ACT I O N  

 While actively monitoring risks, the government should 
 also support openness in ways that enhance its benefits. 
 This should include incentivizing social, technical, eco-
 nomic, and policy research on how to ensure open foun-
 dation models promote human well-being. Government 
 agencies may be able to use their authorities or subject 
 matter expertise to promote an open ecosystem while ad-
 dressing risks. Fiscal policy could also be used to support 
 open foundation models, for instance through subsidies 
 for open models. One promising subsidy-based approach 
 is the NAIRR, which has embedded open source and open 
 science principles into its workplan. 

 The U.S. government should also continue leading inter-
 national diplomacy and norm-setting efforts around open 
 foundation models. This should include engagement with 
 a broad spectrum of international partners and fora to en-
 sure the benefits of open artificial intelligence are shared, 
 while limiting the ability of bad actors to cause harm. The 
 U.S. government should also work with its allies to ensure 
 that the uses of open-weight foundation models support 
 the principles of democratic representation and freedom, 
 rather than autocracy and oppression. 
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Appendix: 
Monitoring 
Template 
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 Risk: Foundation models increase the number of peo-
 ple with the potential capability to create a weapon 
 and decrease team sizes and coordination costs re-
 quired, thus increasing the chance that a domestic 
 malicious actor creates and uses one. 

 In this risk scenario the availability of foundation models 
 increases access for wider portions of the population, per-
 haps through the use of an LLM that can walk an individual 
 through the steps required to create a weapon. This risk 
 is distinct from the risk posed by scientifically sophisticat-
 ed actors creating new weapons with increased potency. 
 The discovery of a new weapon could also involve a model 
 specifically developed to handle specialized knowledge 
 (such as a biological design tool), which requires special-
 ized expertise to use. 

 Collecting Evidence: 

 To create a weapon, an individual may need both spe-
 cialized knowledge and appropriate materials. As model 
 capabilities change, evaluators would need to gather and 
 maintain information about the changing knowledge and 
 material needs of actors seeking to create specific cate-
 gories of weapons, which would require expertise in both 
 science and machine learning. Evaluators may need to 
 keep multiple risk profiles for different risks. Specific risk 
 indicators might include, along with progressively less re-
 strictive values of those indicators: 

 This template is meant to show how the decision-making process might work, 
 rather than suggest specific mitigation strategies and thresholds. Actual risk cases 
 should be maintained by subject-matter experts who can collectively understand, 
 monitor, and evaluate all details of a particular scenario. Notably, multiple 
 government agencies with specific domains are monitoring AI-related risks using 
 their own techniques and should be deferred to in those areas. 

 1.  What level of specialized knowledge is required
 to use the foundation model to create the de-
 sired weapon?

 a. Specialized doctoral degree or higher
 b. Specialized master’s degree
 c. Specialized bachelor’s degree or hobbyist

 “home scientists”
 d. Average adult

 2.  Where can an individual get the materials to make 
 the desired weapon? 

 a. Specialty supplier, heavy regulation such as
 licensed sellers and buyers

 b. Specialty supplier, light regulation such as pur-
 chase tracking

 c. Specialty supplier, no legal restrictions but typi-
 cally has administrative barriers

 d. Local store or Internet search

 To gather this information, evaluators could begin by 
 red-teaming open and closed cutting-edge models. Sub-
 ject-matter experts would consider the additional assis-
 tance that the model provides in creation of a weapon. 
 They would also consider the equipment required, includ-
 ing whether the model finds methods to use more easily 
 available materials than might be purchased through a 
 laboratory supplier. Other methods might be used, as de-
 termined by the subject-matter experts. 
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 Evaluating Evidence and Acting on Evaluations: 

 The grid below shows a set of potential mitigation options which are dependent on the risk indicators. The government 
 agency responsible for managing the risk scenario would choose from potential mitigation options, which could involve 
 technical restrictions or a variety of other non-model-oriented actions designed to reduce risk. Developing such a ma-
 trix would require an understanding of different legal and regulatory authorities and may involve collaboration between 
 agencies. In the example decision matrix below, the value in each entry shows possible mitigation options, which the 
 agency may or may not decide to recommend. 

 Mitigation Options: 

 0.  Do nothing

 1.  Restrict open model weights & access to closed models, for specific classes of models

 2.  Restrict access to specific materials

 3.  Security controls on API-based fine-tuning of closed models using specific types of data (biological,
 chemical, etc.)

 Example: If an individual with a specialized master’s degree can use an LLM to make a weapon with materials from a spe-
 cialty supplier with no legal burden, then the government should consider either (1) restricting access to specific classes 
 of models/weights or (2) restricting access to specific materials. 

 Who is enabled by AI to create a weapon? 

 Where can an 
 individual get 

 the materials to 
 make a weapon? 

 Average 
 person 

 Specialized   
 bachelor’s degree / 

 hobbyist 
 Specialized 

 master’s degree 
 Specialized 

 doctoral degree 

 Local store/ Internet 
 search  1 or 2 or 3  1 or 2 or 3  1 or 2 or 3  2 or 3 

 Specialty supplier, 
 no legal restrictions  1 or 2 or 3  1 or 2 or 3  1 or 2  2 

 Specialty supplier, 
 light legal burden  1 or 2 or 3  1 or 2 or 3  1 or 2  0 

 Specialty supplier, 
 heavily regulated  1  1  0  0 
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models	are	better	understood.”);	U.S.	Chamber	of	Commerce	at	3	(“As	indicated	in	the	NIST	[Risk	Management	Framework]	1.0,	‘Risk	tolerance	and	the	
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NTIA	to	focus	on	the	marginal	risk,	which	is	context-specific.”)	(internal	citation	omitted)	(quotation	marks	in	original);	AI	Healthcare	Working	Group	at	1	
(“The	risks	of	technology	are	real,	but	their	promise	outweighs	those	risk	and	those	risks	should	be	viewed	and	evaluated	in	the	context	of	marginal	risk.”);	
Johns	Hopkins	Center	for	Health	Security	Comment	at	5	(“As	Sayesh	Kapoor	and	colleagues	caution,	it	is	important	to	consider	the	marginal	risk	that	
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2024).	RE:	Openness	and	Transparency	in	AI	Provide	Significant	Benefits	for	Society.	https://cdt.org/wp-content/uploads/2024/03/Civil-Society-Letter-on-
Openness-for-NTIA-Process-March-25-2024.pdf	(letter	from	civil	society	organizations	promoting	a	marginal	risk	assessment);	Kapoor	S.	et	al.,	(2024).	On	
the	Societal	Impact	of	Open	Foundation	Models.	ArXiv.	https://arxiv.org/pdf/2403.07918	(presenting	a	marginal	risk	framework).

31	 See	Executive	Order	14110,	section	4.6.

32	 See,	e.g.,	Center	for	AI	Policy	Comment	at	6	(“We	find	that	the	timeframe	between	closed	and	open	models	right	now	is	around	1.5	years.	We	can	arrive	
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that	major	open	source	model	developers	are	not	far	behind	the	closed	model	developers	in	creating	equally	high	performance	models,	and	that	the	
gap	between	the	respective	development	cycles	may	be	closing.”)	(internal	citation	omitted);	Stability	AI	Comment	at	17	(“There	is	ample	evidence	that	
closed	models	exhibiting	category	state	of	the	art	performance	will	be	matched	by	open	models	in	due	course.	Previously,	it	took	~28	months	before	an	
open	model	such	as	GPT-J	from	EleutherAI	approached	the	performance	of	a	closed	model	such	as	GPT-2	from	Open	AI	on	common	benchmarks.	That	
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elapsed	before	Falcon-180B	from	the	Technology	Innovation	Institute	(funded	by	the	Abu	Dhabi	Government)	exceeded	GPT-3.5	performance.”)	(internal	
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Trojans.	For	instance,	Llama	2,	a	foundation	model	with	widely	available	model	weights	developed	by	Meta,	has	already	helped	cyber-attackers	design	
tools	to	illicitly	download	employees’	login	information.	Ray,	T.	(2024,	February	21).	Cybercriminals	are	using	Meta’s	Llama	2	AI,	according	to	CrowdStrike.	
Zdnet,	https://www.zdnet.com/article/cybercriminals-are-using-metas-llama-2-ai-according-to-crowdstrike/.	Initial	evidence	suggests	that	some	closed-
weight	foundation	models	can	be	used	to	“autonomously	hack	websites,	performing	tasks	as	complex	as	blind	database	schema	extraction	and	SQL	
injections	without	human	feedback”	and	to	“autonomously	find[]	[cybersecurity]	vulnerabilities	in	websites	in	the	wild.”	Fang,	R.,	et	al.	(2024,	February	
15).	LLM	Agents	can	Autonomously	Hack	Websites.	ArXiv.org.	https://doi.org/10.48550/arXiv.2402.06664.	The	National	Cyber	Security	Centre	of	the	
Government	of	the	United	Kingdom	assesses	that	“in	the	near	term,	[vulnerability	detection	and	exploitation]	will	continue	to	rely	on	human	expertise,	
meaning	that	any	limited	uplift	[in	cyberattack	threat]	will	highly	likely	be	restricted	to	existing	threat	actors	that	are	already	capable.	.	.	.	However,	it	is	a	
realistic	possibility	that	[constraints	on	expertise,	equipment,	time,	and	financial	resourcing]	may	become	less	important	over	time,	as	more	sophisticated	
AI	models	proliferate	and	uptake	increases.”	National	Cyber	Security	Centre.	(2024,	January	24).	The	near-term	impact	of	AI	on	the	cyber	threat.	www.ncsc.
gov.uk.	https://www.ncsc.gov.uk/report/impact-of-ai-on-cyber-threat.	Should	these	attacks	successfully	target	electrical	grids,	financial	infrastructures,	
government	agencies,	and	other	entities	critical	to	public	safety	and	national	security,	the	security	implications	could	be	significant.
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availability,	and	network	effects	may	drive	markets	toward	having	only	a	small	number	of	players.	Markets	for	generative	AI	products,	which	require	huge	
amounts	of	data	and	computing	power	to	train,	may	be	particularly	prone	to	this	issue,	with	some	even	suggesting	that	such	markets	may	naturally	trend	
toward	monopoly[.	.	.].”	(internal	citation	omitted).

163		See,	Kapoor,	S.et	al.,	(2024).	On	the	Societal	Impact	of	Open	Foundation	Models.	at	5.	ArXiv.	https://arxiv.org/pdf/2403.07918.

164		See	generally	Solaiman,	I.	(2023).	The	Gradient	of	Generative	AI	Release:	Methods	and	Considerations.	Hugging	Face.	https://arxiv.org/pdf/2302.04844.	
See	also	Hugging	Face	Comment	at	10-15.

165		See,	e.g.,	Alliance	for	Trust	in	AI	Comment	at	5	(“While	available	model	weights	may	make	it	easier	to	develop	advanced	AI,	there	are	still	significant	
barriers	to	run	and	modify	large	or	advanced	models.	It	is	not	clear	whether	the	model	weights	themselves	provide	enough	information	to	end	users	to	
significantly	change	what	they	can	do	or	develop	themselves.”);	Intel	Comment	at	8	(“[A]lmost	all	innovation	in	AI	to-date	has	been	due	to	openly	available	
infrastructure	[.	.	.]”	(beyond	just	model	weights	to	include	“architecture	and	dataset	transparency.”)).	See	also	RAND	Comment	at	2	(“Whether	[access	
to	open	foundation	models]	will	be	enough	to	maintain	a	competitive	market	for	foundation	model	based	products	or	services	in	general	will	depend	on	
the	price	to	develop	and	the	performance	of	open	models	compared	with	closed	models	and	on	how	the	economics	of	fine-tuning,	adapting,	and	serving	
foundation	models	differs	in	a	particular	business	application	between	large	and	small	companies.”)	(internal	citation	omitted).

166		See,	e.g.,	Engine	Comment	at	3	(“Moreover,	the	extent	of	openness	matters.	Whether	open	source	AI	resources,	for	example,	include	detailed	
documentation,	have	publicly	available	model	weights,	or	license-based	restrictions	can	impact	how	useful	those	resources	are	for	startups.	Policymakers	
should	be	very	clear-eyed	about	consequences	for	startups	and	innovation	of	adding	policy-related	barriers	to	these	resources.”);	Public	Knowledge	
Comment	at	11	(“Open	source	model	weights,	commercially	available	data	warehouses,	and	public	compute	resources	would	enable	many	new	model	
developers	to	use	the	data	to	develop	and	train	new	models.	In	addition,	foundation	models	and	APIs	could	also	be	opened,	so	that	developers	have	
reliable	access	to	these	resources.”)	(internal	citation	omitted);	ACLU	et	al.	Comment	at	9	(“The	potential	promise	of	‘open’	AI	is	that	it	may	allow	increased	
competition	and	customization	of	AI	models,	disrupting	the	potential	concentration	developing	in	the	advanced	AI	market.	However,	this	competition	
will	only	exist	if	‘open’	AI	models	are	able	to	be	hosted	at	the	scale	necessary	for	success.”)	(quotation	marks	in	original).	Cf.	IBM	Comment	at	5	(“The	most	
obvious	benefit	of	an	open	ecosystem	is	that	it	lowers	the	barrier	to	entry	for	competition	and	innovation.	By	making	many	of	the	technical	resources	
necessary	to	develop	and	deploy	AI	more	readily	available,	including	model	weights,	open	ecosystems	enable	small	and	large	firms	alike,	as	well	as	
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research	institutions,	to	develop	new	and	competitive	products	and	services	without	steep,	and	potentially	prohibitive,	upfront	costs.”).	See	also	Widder,	
D.,	&	et	al.	(2023).	Open	(For	Business):	Big	Tech,	Concentrated	Power,	and	the	Political	Economy	of	Open	AI.	at	7.	https://papers.ssrn.com/sol3/papers.
cfm?abstract_id=4543807.	(“Access	to	compute	presents	a	significant	barrier	to	reusability	for	even	the	most	maximally	‘open’	AI	systems,	because	of	the	
high	cost	involved	in	both	training	and	running	inferences	on	large-scale	AI	models	at	scale	(i.e.	instrumenting	them	in	a	product	or	API	for	widespread	
public	use).”)	(quotation	marks	in	original);	Strengthening	and	Democratizing	the	U.S.	Artificial	Intelligence	Innovation	Ecosystem:	An	Implementation	
Plan	for	a	National	Artificial	Intelligence	Research	Resource.	at	v.	(2023).	https://www.ai.gov/wp-content/uploads/2023/01/NAIRR-TF-Final-Report-2023.
pdf.	(“The	[National	AI	Research	Resource]	should	comprise	a	federated	set	of	computational,	data,	testbed,	and	software	resources	from	a	variety	of	
providers,	along	with	technical	support	and	training,	to	meet	the	needs	of	[its]	target	user	base.”).	Cf.	Economic	Report	of	the	President.	at	281.	(2024).	The	
White	House.	https://www.whitehouse.gov/wp-content/uploads/2024/03/ERP-2024.pdf.	(“Similarly,	freely	available	and	portable	data	may	encourage	a	
competitive	landscape	and	ensure	that	gains	from	data	are	widely	distributed.”).

167		See,	e.g.,	ACLU	et	al.	Comment	at	9	(“Currently,	the	major	commercial	cloud	computing	vendors	allow	other	AI	models,	including	‘open’	AI	models,	to	
be	hosted	on	their	cloud	computing	services.	But	there	is	no	requirement	for	any	major	commercial	cloud	computing	vendors	to	allow	‘open’	AI	models	
to	be	hosted	on	their	services,	and	the	potential	for	self-preferencing	may	make	the	use	of	non-native	AI	models	more	difficult	or	expensive.”)	(internal	
citation	omitted)	(quotation	marks	in	original).	Open	models	also	benefit	the	cloud	computing	market,	dominated	by	Amazon,	Google,	and	Microsoft,	
which	also	shows	anticompetitive	and	cumulative	advantage	features.	See	generally,	e.g.,	Narechania,	T.,	&	Sitaraman,	G.	(2023).		Working	Paper	Number	
24-8.	https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4597080.	See	also	Paul,	K.	(2023,	July	18).	Meta	opens	AI	model	to	commercial	use,	throwing	
nascent	market	into	flux.	https://www.reuters.com/technology/meta-opens-ai-model-commercial-use-throwing-nascent-market-into-flux-2023-07-18/.	
(“Asked	why	Microsoft	would	support	an	offering	that	might	degrade	OpenAI’s	value,	a	Microsoft	spokesperson	said	giving	developers	choice	in	the	types	
of	models	they	use	would	help	extend	its	position	as	the	go-to	cloud	platform	for	AI	work.”).

168		The	Open	Source	Definition.	(2024,	February	16).	https://opensource.org/osd.

169		Hoffmann,	M.,	&	et	al.	(2024).	The	Value	of	Open	Source	Software	(Harvard	Business	School	Strategy	Unit	Working	Paper	No.	24-038).	Harvard	Business	
School.	https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4693148.

170		See,	e.g.,	CDT	Comment	at	2-4.

171		Blind,	K.,	&	Schubert,	T.	(2023).	Estimating	the	GDP	effect	of	Open	Source	Software	and	its	complementarities	with	R&D	and	patents:	Evidence	and	policy	
implications.	The	Journal	of	Technology	Transfer,	49:466–491.	https://link.springer.com/article/10.1007/s10961-023-09993-x.

172		West,	J.,	&	Gallagher,	S.	(2006).	Challenges	of	open	innovation:	The	paradox	of	firm	investment	in	open-source	software.	36(3),	319–331.

173		See,	e.g.,	Mozilla	Comment	at	12	(“As	Widder,	West,	and	Whittaker	have	argued,	promoting	openness	in	AI	alone	is	not	sufficient	for	creating	a	more	
competitive	ecosystem.	There	are	also	risks	of	openness	being	co-opted	by	big	industry	players,	and	a	long	track	record	of	companies	drawing	significant	
benefits	from	open	source	technology	without	re-investing	into	the	communities	that	have	developed	those	technologies.”),	referencing	Widder,	D.,	
&	et	al.	(2023).	Open	(For	Business):	Big	Tech,	Concentrated	Power,	and	the	Political	Economy	of	Open	AI.	at	6.	https://papers.ssrn.com/sol3/papers.
cfm?abstract_id=4543807.	See	also	ACLU	et	al.	Comment	at	6	(“Further	compounding	the	complexity	around	‘open’	AI	is	the	fact	that	it	is	not	always	
easy	to	separate	‘openness’	from	the	business	interests	of	large	AI	developers,	who	may	benefit	from	open	innovation	on	their	platforms	and	may	later	
withdraw	commitments	to	openness	after	the	benefits	have	reached	a	critical	mass,	knowing	that	smaller	developers	are	unlikely	to	have	the	resources	
necessary	to	independently	compete.”)	(quotation	marks	in	original)	(internal	citations	omitted).

174		Paul,	K.	(2023,	July	18).	Meta	opens	AI	model	to	commercial	use,	throwing	nascent	market	into	flux.	https://www.reuters.com/technology/meta-opens-ai-
model-commercial-use-throwing-nascent-market-into-flux-2023-07-18/.

175		Yao,	D.	(2023,	July	27).	Meta	to	Charge	for	Llama	2	After	All	–	If	You’re	a	Hyperscaler.	https://aibusiness.com/nlp/meta-to-charge-for-llama-2-after-all-if-
you-re-a-hyperscaler.

176		Widder,	D.,	&	et	al.	(2023).	Open	(For	Business):	Big	Tech,	Concentrated	Power,	and	the	Political	Economy	of	Open	AI.	at	13.	https://papers.ssrn.com/sol3/
papers.cfm?abstract_id=4543807.

177		See	Engler,	A.	(2021,	August	10).	How	open-source	software	shapes	AI	policy.	https://www.brookings.edu/articles/how-open-source-software-shapes-
ai-policy/.	(“In	fact,	for	Google	and	Facebook,	the	open	sourcing	of	their	deep	learning	tools	(Tensorflow	and	PyTorch,	respectively),	may	have	the	
exact	opposite	effect,	further	entrenching	them	in	their	already	fortified	positions.	While	[open	source	software]	is	often	associated	with	community	
involvement	and	more	distributed	influence,	Google	and	Facebook	appear	to	be	holding	on	tightly	to	their	software.	[.	.	.]	[T]	these	companies	are	gaining	
influence	over	the	AI	market	through	OSS,	while	the	OSS	AI	tools	not	backed	by	companies,	such	as	Caffe	and	Theano,	seem	to	be	losing	significance	in	
both	AI	research	and	industry.	By	making	their	tools	the	most	common	in	industry	and	academia,	Google	and	Facebook	benefit	from	the	public	research	
conducted	with	those	tools,	and,	further,	they	manifest	a	pipeline	of	data	scientists	and	machine	learning	engineers	trained	in	their	systems.”)	(internal	
hyperlink	omitted).

178		Staff	in	the	Federal	Trade	Commission	Office	of	Technology.	(2024,	July	10).	On	Open-Weights	Foundation	Models.	https://www.ftc.gov/policy/advocacy-
research/tech-at-ftc/2024/07/open-weights-foundation-models.

179		Scharre,	P.	(2024,	March	13).	Future-Proofing	Frontier	AI	Regulation.	https://www.cnas.org/publications/reports/future-proofing-frontier-ai-regulation.
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180		See,	Melton,	M.	(2024,	February).	Generative	AI	startup	Latimer,	known	as	the	“BlackGPT”,	will	launch	a	new	bias	detection	tool	and	API.	Business	Insider.	
https://www.businessinsider.com/latimer-ai-api-launch-bias-detection-tools-llm-2024-2.

181		See,	Rishi	Bommasani	et	al.	Comment	at	5	(“Open	foundation	models	promote	competition	in	some	layers	of	the	AI	stack.	Given	the	significant	capital	
costs	of	developing	foundation	models,	broad	access	to	model	weights	and	greater	customizability	can	also	reduce	market	concentration	by	enabling	
greater	competition	in	downstream	markets.	However,	open	foundation	models	are	unlikely	to	reduce	market	concentration	in	the	highly	concentrated	
upstream	markets	of	computing	and	specialized	hardware	providers.”)	(internal	citation	omitted);	RAND	Comment	at	2	(“Whether	[access	to	open	
foundation	models]	will	be	enough	to	maintain	a	competitive	market	for	foundation	model	based	products	or	services	in	general	will	depend	on	the	
price	to	develop	and	the	performance	of	open	models	compared	with	closed	models	and	on	how	the	economics	of	fine-tuning,	adapting,	and	serving	
foundation	models	differs	in	a	particular	business	application	between	large	and	small	companies.”)	(internal	citation	omitted).	See	also,	Hugging	Face	
Comment	at	9	(“Additionally,	open-weight	models	have	been	customized	and	adapted	to	run	on	a	greater	variety	of	infrastructure,	including	individual	
GPUs	and	even	CPUs,	reducing	points	of	market	concentration	with	cloud	providers	and	reducing	costs	for	procurement.”)	(referencing	Ggerganov	/	llama.
cpp.	(n.d.).	https://github.com/ggerganov/llama.cpp	and	Hood,	S.	(2023,	December	14).	llamafile:	Bringing	LLMs	to	the	people,	and	to	your	own	computer.	
https://future.mozilla.org/news/introducing-llamafile/);	CDT	Comment	at	9	(“Importantly,	the	innovation	in	developing	smaller	and	more	powerful	
models,	often	based	directly	on	much	larger	models,	is	not	just	important	in	terms	of	competition	and	innovation.	It	is	also	important	because	some	
models	such	as	Mistral	7B	are	now	small	enough	to	run	locally	on	an	end-user’s	laptop	or	even	a	phone,	mitigating	the	need	for	a	cloud-based	provider	at	
all.”)	(internal	citation	omitted).

182		See,	e.g.,	RAND	Comment	at	at	2	(“Open	foundation	models	may	reduce	market	concentration.	When	smaller	actors	can	access	open	foundation	models,	
they	can	avoid	the	large	expense	of	developing	their	own	models	and	can	therefore	compete	with	large	tech	companies	in	adapting	the	foundation	model	
to	a	particular	business	context.”)	(internal	citation	omitted),	Engine	Comment	at	3	(“Openness	in	AI	helps	alleviate	costs	associated	with	the	expensive	
parts	of	building	models,	leaving	startups	to	focus	their	limited	resources	on	their	core	and	differentiating	innovation.”);	The	Abundance	Institute	
Comment	at	4	(“In	particular,	the	high	costs	of	compiling	data	and	purchasing	compute	to	train	foundational	models	are	a	significant	barrier	to	model	
training.	Sharing	model	weights	eliminates	this	cost	barrier,	broadening	access	and	enabling	users	that	would	otherwise	simply	be	priced	out	of	building	
their	own	AI	stack.”).

183		See,	e.g.,	a16z	Comment	at	11	(“Open	Models	increase	competition	in	the	development	and	improvement	of	foundation	models	because	they	do	not	
restrict	the	use	of	AI	to	gatekeeper	companies	with	the	most	market	power	or	resources.	This	accessibility	increases	the	prospect	of	competition	and	
allows	for	participation	by	developers	who	may	otherwise	have	been	boxed	out	of	working	with	AI	due	to	their	lacking	the	requisite	access	or	resources	
that	are	necessary	components	to	working	within	a	closed	ecosystem.”);	CSET	Comment	at	4	(“Downloadable	weights	[.	.	.]	may	reduce	the	concentration	
of	power	in	the	AI	industry	because	the	original	developers	do	not	control	access	to	the	models.”);	Intel	Comment	at	9	(“Open	model	weights	also	spur	
more	startups	and	innovations,	enabling	startups	to	quickly	prototype	without	access	to	immense	capital,	fostering	a	more	competitive	landscape.”).	Cf.	
Public	Knowledge	Comment	at	10	(“Dominant	companies	often	utilize	gatekeeper	power	to	further	their	own	market	power	and	cut	off	new	entrants	from	
the	chance	to	compete.	Open	technologies	may	serve	to	counteract	this	exclusionary	conduct	and	lower	barriers	to	entry	for	innovative,	up-and-coming	
rivals.	Historically,	we’ve	already	seen	how	open	access	to	technology	patents	had	competitive	benefits,	leading	to	a	wellspring	of	innovative	products.”).

184		See,	e.g.,	Mozilla	Comment	at	12	(“The	increased	availability	of	‘open’	alternatives	in	the	AI	market	can	support	competition	by	reducing	switching	costs	
as	relying	on	specific	proprietary	model	APIs	or	platform	ecosystems	(like	those	offered	by	the	leading	cloud	service	providers)	can	create	lock-in	effects	
for	customers,	both	in	the	private	and	public	sector.”)	(quotation	marks	in	original).	Open	models	allow	companies	to	switch	seamlessly	between	baseline	
models	without	added	costs.	Proprietary	models	introduce	the	threat	of	“lock-in	effects,”	where	a	company	has	built	a	product	around	a	certain	API	or	
provider	and	then	cannot	transfer	to	a	new	model	without	rebuilding	their	entire	product.	Many	technology	corporations	have	established	verticals	with	
certain	cloud	service	providers	and	data	collection	infrastructures,	and	a	company	cannot	easily	exit	this	vertical.	Conversely,	when	companies	build	on	
open	models,	they	have	access	to	those	model	weights	forever	and	can	switch	between	cloud	providers	and	other	vendors	with	ease.

185		See	Kapoor,	S.	(2024).	On	the	Societal	Impact	of	Open	Foundation	Models.	at	5.	ArXiv.	https://arxiv.org/pdf/2403.07918.

186		United	Nations	General	Assembly,	Seizing	the	opportunities	of	safe,	secure	and	trustworthy	artificial	intelligence	systems	for	sustainable	development.	
March	11,	2024.	A/78/L.49.	https://www.undocs.org/A/78/L.49.

187		See	ACLU	et	al.	Comment	at	10	(“As	seen	in	other	technological	contexts,	diffusing	market	concentration,	especially	over	gateway	or	bottleneck	facilities,	
can	increase	the	diversity	of	voices,	including	for	marginalized	communities.”)	(internal	citation	omitted);	GitHub	Comment	at	10	(“An	expanded	developer	
base,	particularly	outside	of	a	small	set	of	companies	located	in	a	few	major	tech	hubs,	supports	diversity	of	identity	and	perspective	in	the	ecosystem.”).

188		See	CDT	Comment	at	7	(“[Open	Foundation	Models]	are	already	driving	innovation	across	the	ecosystem	as	tens	or	hundreds	of	thousands	of	businesses	
begin	adapting	model	capabilities	to	their	own	use	cases	and	customer	needs	in	a	wide	variety	of	contexts.”);	Phase	2	at	3	(“Making	foundation	model	
weights	widely	available	lowers	barriers	to	entry	and	enables	a	broader	range	of	companies	to	develop	AI	applications.	This	is	particularly	beneficial	for	
startups	and	small	businesses	that	lack	the	resources	to	develop	foundation	models	from	scratch.	Open	models	level	the	playing	field	and	ensure	the	
economic	gains	from	AI	are	widely	distributed.	We	expect	this	to	drive	competition	and	innovation	in	sectors	like	healthcare,	education,	and	marketing	as	
more	players	are	able	to	leverage	AI	to	build	groundbreaking	products	and	services.”).

189		Kapoor,	S.	et	al.,	(2024).	On	the	Societal	Impact	of	Open	Foundation	Models.	ArXiv.	https://arxiv.org/pdf/2403.07918.
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190		See,	e.g.,	CTA	Comment	at	5	“Because	[open	weight	models]	have	lower	barriers	to	entry	(e.g.,	cost,	expertise),	they	are	more	accessible	to	the	general	
public.	Leveraging	input	and	feedback	from	the	broader	AI	community	of	researchers	and	users	can	help	identify	and	mitigate	bugs,	biases,	and	safety	
issues	that	may	otherwise	go	unnoticed,	ultimately	leading	to	better	performing	and	safer	AI	products.	This	lower	barrier	to	entry	can	help	to	drive	AI	
research	and	development	by	academics	or	other	subject	matter	experts,	enabling	communities	with	bespoke	datasets	and	unique	needs	to	form	around	
specific	platforms	or	industry	sectors.”	(citing	Elizabeth	Seger,	et	al.	(Sept.	29,	2023).	Open-Sourcing	Highly	Capable	Foundation	Models.	https://arxiv.
org/pdf/2311.09227.pdf;	Ly,	J.	(2024,	March	12).	Open	Foundation	Models:	Implications	of	Contemporary	Artificial	Intelligence.	Center	for	Security	and	
Emerging	Technology.	https://cset.georgetown.edu/article/open-foundation-models-implications-of-contemporary-artificial-intelligence/.

191		There	may	also	be	ways	to	achieve	similar	benefits	to	research	and	development	through	methods	other	than	making	model	weights	widely	available.	
See,	e.g.,	RAND	Comment	at	4	(“Structured	access	is	an	alternative	approach	that	can	provide	users	with	many	of	the	benefits	of	making	foundation	model	
weights	widely	accessible	while	reducing	some	of	the	risks.”);	Anthony	Barrett	Comment	at	15	(“[B]enefits	of	broad	independent	evaluation	for	improving	
the	safety,	security,	and	trustworthiness	of	AI	are	not	necessarily	best	supported	by	making	model	weights	widely	available.	Those	benefits	can	also	be	
achieved	by	facilitating	safe	and	protected	independent	researcher	access.”).

192		See,	e.g.,	Hugging	Face	Comment	at	9	(“Robust	innovation	on	both	performance	and	safety	questions	requires	scientific	rigor	and	scrutiny,	which	is	
enabled	by	openness	and	external	reproducibility.	Supporting	that	research	requires	sharing	models	to	validate	findings	and	lower	the	barrier	to	entry	
for	participation	given	the	growing	resource	gap	between	researchers	in	different	institutions.”)	(internal	citations	omitted);	Center	for	Democracy	&	
Technology,	&	et	al.	(March,	25,	2024).	RE:	Openness	and	Transparency	in	AI	Provide	Significant	Benefits	for	Society	at	2.	https://cdt.org/wp-content/
uploads/2024/03/Civil-Society-Letter-on-Openness-for-NTIA-Process-March-25-2024.pdf.	(“Open	models	also	help	accelerate	scientific	research	because	
they	can	be	less	expensive,	easier	to	fine-tune,	and	supportive	of	reproducible	research.”).	See	Kapoor,	S.	et	al.,	(2024).	On	the	Societal	Impact	of	Open	
Foundation	Models.	at	19.	ArXiv.	https://arxiv.org/pdf/2403.07918	(listing	examples	of	research	done	using	open	foundation	models).	

193		See,	e.g.,	RAND	Comment	at	3	(“Making	foundation	model	weights	accessible	helps	uncover	vulnerabilities,	biases,	and	potentially	dangerous	capabilities.	
With	a	wider	set	of	eyes	examining	these	models,	there	is	a	higher	likelihood	of	identifying	and	addressing	issues	that	might	have	been	overlooked	by	the	
original	developers,	as	is	the	case	with	open-source	software	broadly.	This	scrutiny	is	useful	for	developing	AI	systems	that	are	secure,	fair,	and	aligned	
with	societal	values.	The	detection	and	mitigation	of	biases	in	AI	models,	for	instance,	are	critical	steps	toward	ensuring	that	AI	technologies	do	not	
perpetuate	or	exacerbate	social	inequalities.”);	IBM	Comment	at	6	(‘In	some	contexts,	AI	safety	can	also	depend	on	the	ability	for	diverse	stakeholders	to	
scrutinize	and	evaluate	models	to	identify	any	vulnerabilities,	identify	undesirable	behaviors,	and	ensure	they	are	functioning	properly.	However,	without	
‘deep	access,’	which	includes	access	to	model	weights,	these	evaluations	will	be	severely	limited	in	their	effectiveness.”)	(internal	citation	omitted);	CDT	
Comment	at	10-14	(explaining	the	“black-box”	methods	of	auditing	for	closed	foundation	models	versus	“white-box”	methods	of	auditing	for	open	
foundation	models).	Cf.	Engler,	A.	(2021,	August	10).	How	open-source	software	shapes	AI	policy.	https://www.brookings.edu/articles/how-open-source-
software-shapes-ai-policy/	(“Similarly,	open-source	AI	tools	can	enable	the	broader	and	better	use	of	ethical	AI.	Open-source	tools	like	OSS	like	IBM’s	AI	
Fairness	360,	Microsoft’s	Fairlearn,	and	the	University	of	Chicago’s	Aequitas	ease	technical	barriers	to	detecting	and	mitigating	AI	bias.	There	are	also	open-
source	tools	for	interpretable	and	explainable	AI,	such	as	IBM’s	AI	Explainability	360	or	Chris	Molnar’s	interpretable	machine	learning	tool	and	book,	which	
make	it	easier	for	data	scientists	to	interrogate	the	inner	workings	of	their	models.”).

194		See	GitHub	Comment	at	9	(“To-date,	researchers	have	credited	[open	source	and	widely	available	AI]	models	with	supporting	work	to	[.	.	.]	advance	
the	efficiency	of	AI	models	enabling	them	to	use	less	resources	and	run	on	more	accessible	hardware.”)	(citing	Tim	Dettmers,	et	al.,	“QLoRA:	Efficient	
Finetuning	of	Quantized	LLMs,”	ArXiv,	May	23,	2023,	https://arxiv.org/abs/2305.14314	and	its	associated	repository	at	Artidoro	/	qlora.	(n.d.).	https://github.
com/artidoro/qlora)..	https://doi.org/10.48550/arXiv.2202.07646).

195		See,	e.g.,	Intel	Comment	at	8-9	(“Open	model	weights	are	likely	going	to	aid	researchers	to	find	impactful	and	beneficial	use	cases	of	AI	that	will	be	
overlooked	by	narrow	and	immediate	commercial	interests	of	proprietary	model	vendors.	An	example	of	this	is	applying	leading-edge	AI	principles	to	
open	scientific	problems.”);	OTI	Comment	at	16	(“One	of	the	key	benefits	of	a	healthy	ecosystem	characterized	by	a	prevalence	of	open	models	is	that	
many	people	can	learn	how	the	technology	works.	This	enables	technologists	and	community	leaders	to	partner	in	ways	that	are	tailored	to	address	
specific	community	needs	and	implement	community-driven	solutions.	Relatedly,	open-source	projects	can	also	be	used	to	fill	technological	gaps	that	
aren’t	being	met	in	the	private	sector.”)	(internal	citations	omitted).

196		See	MLCommons	Comment	at	3	(“Models	with	open	weights	have	played	a	central	role	in	developing	widely	trusted	benchmarks	that	have	been	used	
to	evaluate	and	measure	AI	models,	and	in	doing	so	have	helped	drive	progress	in	AI.	GLUE,	BigBench,	Harness,	HELM	and	openCLIP	Benchmark	are	
all	examples	of	widely	used	benchmarks	that	have	helped	researchers	and	developers	measure	progress	in	the	development	of	AI	models.”)	(internal	
citations	omitted).

197		See	EleutherAI	Comment	at	24	(“Even	for	researchers	in	industrial	labs	such	as	Google,	open	models	can	enable	research	on	model	safety	that	would	
not	otherwise	be	possible:	in	an	earlier	revision	of	Quantifying	Memorization	Across	Neural	Language	Models,	Carlini	et	al.	state	that	their	research	on	
harmful	memorization	in	language	models	“would	not	have	been	possible	without	EleutherAI’s	complete	public	release	of	The	Pile	dataset	and	their	GPT-
Neo	family	of	models.”)	(internal	citations	omitted).	See	also	Zou,	A.	(2023).	Universal	and	Transferable	Adversarial	Attacks	on	Aligned	Language	Models.	
https://arxiv.org/abs/2307.15043.

198		See	Kapoor,	S.	et	al.,	(2024).	On	the	Societal	Impact	of	Open	Foundation	Models.	at	4.	ArXiv.	https://arxiv.org/pdf/2403.07918.	(referencing	research	that	
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requires	no	safety	filters).	See	also	CDT	Comment	at	9	(“Furthermore,	[open	foundation	models]	enable	a	variety	of	AI	research	not	enabled	by	closed	
foundation	models,	including	research	around	AI	interpretability	methods,	security,	model	training	and	inference	efficiency,	and	the	public	development	
of	robust	watermarking	techniques.”)	(listing	examples)	(internal	citations	omitted).	See	also	Kapoor,	S.,	&	Narayanan,	A.	(2023,	March	22).	OpenAI’s	
policies	hinder	reproducible	research	on	language	models.	https://www.aisnakeoil.com/p/openais-policies-hinder-reproducible.	To	be	clear,	the	benefits	
in	this	space	are	not	a	zero-sum	game.	One	may	need	access	to	both	open	weight	models	and	“closed”	foundation	models.	See,	e.g.	MLCommons	
Comment	at	3	(describing	the	limitations	of	relying	solely	on	models	with	open	weights	or	models	with	closed	weights	to	evaluate	models	and	urging	
simultaneous	use).	

199		See,	e.g.,	CSET	Comment	at	11	(“Most	current	[Biological	Design	Tools]	are	open	models	developed	by	academic	labs.	The	life	sciences	community	places	
a	high	value	on	scientific	transparency	and	openness,	and	tends	to	favor	open	sharing	of	resources	[.	.	.]	Shifting	away	from	the	open	sharing	of	model	
weights	would	also	require	additional	resources,	as	many	academic	researchers	do	not	have	the	time,	funding,	and	infrastructure	to	set	up	and	maintain	
an	API.”)	(internal	hyperlink	omitted).

200		See,	e.g.,	Miller,	K.	(2024,	March	12).	Open	Foundation	Models:	Implications	of	Contemporary	Artificial	Intelligence.	https://cset.georgetown.edu/article/
open-foundation-models-implications-of-contemporary-artificial-intelligence/.	(“Actors	may	opt	to	use	open	models	instead	of	paying	for	access	to	closed	
models,	which	may	reduce	the	revenue	of	developers	and	disincentivize	investments	in	capital-intensive	R&D.”).

201		See,	e.g.,	CSET	Comment	at	10	(“More	research	is	needed	to	determine	what	types	of	research	are	enabled	by	open	weights,	and	how	that	may	allow	more	
entrants	into	the	market.	Many	prospective	entrants	may	lack	resources,	and	it	is	unclear	the	extent	to	which	resource	constraints	may	limit	the	benefits	
of	open	models	to	R&D.	Actors	may	lack	the	data	to	fine-tune	open	models,	or	lack	the	compute	to	use	or	experiment	with	open	models	rigorously	and	at	
scale	(although	resources	provided	through	the	NAIRR	pilot	may	help	alleviate	resource	constraints).”)	(internal	hyperlinks	omitted).

202		See	Kapoor,	S.	et	al.,	(2024).	On	the	Societal	Impact	of	Open	Foundation	Models.	at	4.	ArXiv.	https://arxiv.org/pdf/2403.07918.

203		See	Kapoor,	S.	et	al.,	(2024).	On	the	Societal	Impact	of	Open	Foundation	Models.	at	4.	ArXiv.	https://arxiv.org/pdf/2403.07918.	These	researchers	also	note	
that	“new	research	directions	such	as	merging	models	might	allow	open	foundation	model	developers	to	reap	some	of	these	benefits	(akin	to	open	source	
software).”	(internal	citation	omitted).

204		See	Kleinberg,	J.,	&	Raghavan,	M.	(2020).	Algorithmic	monoculture	and	social	welfare.	Proceedings	of	the	National	Academy	of	Sciences	of	the	United	
States	of	America,	118(22)	at	1.	https://www.pnas.org/doi/epdf/10.1073/pnas.2018340118.

205		See	generally	id.	Kleinberg	and	Raghavan	highlight	several	concerns	with	algorithmic	monoculture:	1)	risk	of	severe	harm	in	monoculture	systems	due	to	
unexpected	shocks,	and	2)	decrease	in	decision-making	quality	across	the	board.	See	also,	e.g.,	a16z	Comment	at	20	(“Algorithmic	monocultures	resulting	
from	reliance	on	a	few	Closed	Models	can	create	resilience	problems	and	generate	systemic	risk.	If	those	models	are	compromised,	the	impacts	could	be	
widespread	and	pervasive.”).	Cf.	Vipra,	J.,	&	Korinek,	A.	(2023).	Market	concentration	implications	of	foundation	models:	The	Invisible	Hand	of	ChatGPT.	
at	25.	Brookings.	(“Foundation	models	will	likely	be	integrated	into	production	and	delivery	processes	for	goods	and	services	across	many	sectors	of	the	
economy.	We	can	imagine	one	foundation	model	in	its	fine-tuned	versions	powering	decision-making	processes	in	search,	market	research,	customer	
service,	advertising,	design,	manufacturing,	and	many	more.	If	foundation	models	are	integrated	into	a	growing	number	of	economic	activities,	then	
widespread,	cross-industrial	applications	mean	that	any	errors,	vulnerabilities,	or	failures	in	a	foundation	model	can	threaten	a	significant	amount	of	
economic	activity,	producing	the	risk	of	systemic	economic	effects.”).

206		See,	e.g.,	CDT	Comment	at	5	(“[W]hen	many	different	decisionmakers	and	service	providers	rely	on	the	same	systems,	there	can	be	a	trend	toward	
‘algorithmic	monoculture’	whereby	systemic	exclusion	of	individuals	or	groups	in	AI-driven	decisionmaking	occurs	across	the	ecosystem”)	(citing	Rishi	
Bommasani	et	al.,	“Picking	on	the	Same	Person:	Does	Algorithmic	Monoculture	Lead	to	Outcome	Homogenization?,”	ArXiv,	November	25,	2022,	https://
arxiv.org/abs/2211.13972.	[perma.cc/F7JB-3AK3]).

207		See,	e.g.,	Mozilla	Comment	at	12	(“Additionally,	concentrating	cutting-edge	research	in	ever-fewer	research	labs	may	also	exacerbate	phenomena	
like	algorithmic	monoculture	and	entrench	(or	increase	the	‘stickiness’	of)	existing	technological	paradigms	at	the	expense	of	pursuing	new	research	
directions)	(quotation	marks	in	original),	citing	Fishman,	N.,	&	Hancox-Li,	L.	(2022).	Should	attention	be	all	we	need?	The	epistemic	and	ethical	
implications	of	unification	in	machine	learning.	https://dl.acm.org/doi/abs/10.1145/3531146.3533206.	and	Hooker,	S.	(2020).	The	Hardware	Lottery.	ArXiv.	
https://arxiv.org/abs/2009.06489.	See	also	Fishman,	N.,	&	Hancox-Li,	L.	(2022).	Should	attention	be	all	we	need?	The	epistemic	and	ethical	implications	of	
unification	in	machine	learning.	at	14.	https://dl.acm.org/doi/abs/10.1145/3531146.3533206.

208		Faverio,	M.	and	Tyson,	A.	(2023).	What	the	data	says	about	Americans’	views	of	artificial	intelligence.	Pew	Research	Center.	https://www.pewresearch.org/
short-reads/2023/11/21/what-the-data-says-about-americans-views-of-artificial-intelligence/.	

209		Sartori,	L.	and	Theodorou,	A	(2022).	A	sociotechnical	perspective	for	the	future	of	AI:	narratives,	inequalities,	and	human	control.	Ethics	and	Information	
Technology,	Vol	24,	4.	https://link.springer.com/10.1007/s10676-022-09624-3.

210		See,	e.g.,	Uber	Comment	at	2	(“...open-source	models	create	a	more	level	playing	field	and	lower	barriers	to	entry	for	AI	use,	ensuring	that	more	
individuals	and	organizations	can	access	and	improve	upon	existing	technology.”).

211		Verma,	P.	&	Zakrzewski,	C.	(April	23,	2023).	AI	deepfakes	threaten	to	upend	global	elections.	No	one	can	stop	them.	Washington	Post.	https://www.
washingtonpost.com/technology/2024/04/23/ai-deepfake-election-2024-us-india/.
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212		Singer,	N.	(April	8,	2023).	Teen	Girls	Confront	an	Epidemic	of	Deepfake	Nudes	in	Schools.	New	York	Times.	https://www.nytimes.com/2024/04/08/
technology/deepfake-ai-nudes-westfield-high-school.html.

213		Sadok,	H.,	Sakka,	F.	&	El	Maknouzi,	M.	(2022).	Artificial	intelligence	and	bank	credit	analysis:	A	Review.	Cogent	Economics	Finance,	10(1).	https://doi.org/1
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214		Juhn,	Y.	et	al	(2022).	Assessing	socioeconomic	bias	in	machine	learning	algorithms	in	health	care:	a	case	study	of	the	HOUSES	index.	Journal	of	the	
American	Medical	Informatics	Association,	29(7),	1142-1151.	https://doi.org/10.1093/jamia/ocac052.

215		Polonski,	V.	(2018).	AI	is	convicting	criminals	and	determining	jail	time,	but	is	it	fair?	World	Economic	Forum:	Emerging	Technologies.	https://www.
weforum.org/agenda/2018/11/algorithms-court-criminals-jail-time-fair/.

216		See,	e.g.,	Hugging	Face	Comment	at	10	(“In	most	cases,	the	risks	associated	with	open-weight	models	are	broadly	similar	to	any	other	part	of	a	software	
system	(with	or	without	AI	components),	and	are	similarly	context-dependent.”)	(citations	and	emphasis	omitted);	OpenAI	Comment	at	3	(“As	AI	models	
become	even	more	powerful	and	the	benefits	and	risks	of	their	deployment	or	release	become	greater,	it	is	also	important	that	we	be	increasingly	
sophisticated	in	deciding	whether	and	how	to	deploy	a	model.	This	is	particularly	true	if	AI	capabilities	come	to	have	significant	implications	for	public	
safety	or	national	security.	The	future	presence	of	such	‘catastrophic’	risks	from	more	advanced	AI	systems	is	inherently	uncertain,	and	there	is	scholarly	
disagreement	on	how	likely	and	how	soon	such	risks	will	arise.”)	(quotation	marks	in	original);	Mozilla	Comment	at	11	(“There	is	so	much	unknown	about	
the	benefits	of	AI,	and	policymakers	must	not	ignore	this.”);	Microsoft	Comment	at	15	(“Moreover,	even	when	model	and	application	developers	take	all	
reasonable	precautions	to	assess	and	mitigate	risks,	mitigations	will	fail,	unmitigated	risks	will	be	realized,	and	unknown	risks	will	emerge.	These	risks	
could	range	from	generating	harmful	content	in	response	to	a	malicious	prompt	to	the	intentional	exfiltration	of	an	advanced	AI	model	by	a	nation	state	
actor.”).	Cf.	JHU	Comment	at	9	(“Given	the	uncertain	nature	of	current	and	future	open	model	capabilities,	and	the	importance	of	open	software,	we	are	
not	suggesting	that	the	DOC	should	impose	export	controls	on	dual-use	foundation	models	today.	Rather,	the	risks	posed	by	open,	biologically	capable	
dual-use	foundation	models	are	grave	enough	for	the	US	government	to	prepare	such	policy	options	so	they	can	be	deployed	when	and	if	they	become	
relevant.”).
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should	first	use	a	staged-release	approach	(e.g.,	not	releasing	parameter	weights	until	after	an	initial	secured	or	structured	access	release	where	no	
substantial	risks	or	harms	have	emerged	over	a	sufficient	time	period),	and	should	not	proceed	to	a	final	step	of	releasing	model	parameter	weights	until	
a	sufficient	level	of	confidence	in	risk	management	has	been	established,	including	for	safety	risks	and	risks	of	misuse	and	abuse.”)	(internal	citation	
omitted).

229		Johns	Hopkins	Center	for	Health	Security	at	6	(“…none	of	the	small	studies	in	the	field	so	far	have	evaluated	how	much	dual-use	foundation	models	
purposefully	trained	on	relevant	data	(eg,	virology	literature)	will	marginally	improve	bioweapons	development	or	assessed	the	interaction	between	
LLMs	and	BDTs.	24	Nor,	to	our	knowledge,	have	there	been	any	published	evaluations	of	the	marginal	benefit	BDTs	like	Evo	or	RFdiffusion	could	play	in	
bioweapons	design.”).

230		Mozur,	P.	et	al.	(2024,	February	21).	China’s	Rush	to	Dominate	A.I.	Comes	With	a	Twist:	It	Depends	on	U.S.	Technology.	NYTimes.	https://www.nytimes.
com/2024/02/21/technology/china-united-states-artificial-intelligence.html.	

231		National	Association	of	Manufacturers	Comment	at	2	(“The	availability	of	model	weights	allows	independent	examination	of	a	model	to	ensure	it	is	fit	
for	purpose	and	to	identify	and	mitigate	its	vulnerabilities.”).	At	the	same	time,	the	benefit	of	transparency	may	be	relative	to	the	availability	of	other	
components	and	resources.	See,	e.g.,	CSET	Comment	at	16	(“Models	with	publicly	available	weights	fit	along	a	spectrum	of	openness,	and	where	they	fit	
depends	on	the	accessibility	of	their	components	[.	.	.]	More	research	is	needed	to	gauge	how	different	degrees	of	access	and	transparency	can	impact	the	
ability	to	scrutinize	or	evaluate	open	models.	For	example,	many	open	model	come	with	documentation	and	model	cards,	but	the	level	of	detail	in	these	
documents	can	vary	dramatically,	and	they	can	enable	(or	not	enable)	different	degrees	of	evaluation.”);	Databricks	Comment	at	10	(“Making	the	model	
code	widely	available	in	addition	to	the	model	weights	provides	the	benefits	of	incremental	transparency	in	evaluation	the	model[.	.	.].”).

232		See,	e.g.,	EleutherAI	Institute	Comment	at	24	(“Open-weights	models	allow	more	researchers	than	just	the	small	number	of	at	industry	labs	to	investigate	
how	to	improve	model	safety,	improving	the	breadth	and	depth	of	methods	that	can	be	explored,	and	also	allows	for	a	wider	demographic	of	researchers	
or	auditors	of	safety.”);	Databricks	Comment	at	5	(“The	biggest	risks	Databricks	sees	are	the	risks	that	would	be	created	by	prohibiting	the	wide	availability	
of	model	weights:	i.e.,	the	risks	to	economic	productivity	benefitting	a	larger	swath	of	society,	innovation,	science,	competition,	and	AI	transparency	if	
Open	DUFMs	were	not	widely	available.”).

233		See,	e.g.,	EleutherAI	Institute	Comment	at	24	(listing	examples	of	research	facilitated	by	“open-weights	foundation	models.”);	Rishi	Bommasani	et	al.	
Comment	at	3	(“Model	weights	are	essential	for	several	forms	of	scientific	research	across	AI	interpretability,	security,	and	safety)	;	CDT	Comment	at	8	
(“Researchers	used	the	model	weights	of	Mistral	7B	[.	.	.]	to	decrease	the	computational	power	required	for	fine-tuning	the	model	for	downstream	tasks	by	
a	factor	of	ten.”).

234		For	example,	Stable	Diffusion	3.	(2023,	February	22).	https://stability.ai/news/stable-diffusion-3.	“suite	of	models	currently	ranges	from	800M	to	8B	
parameters.”

235		See,	e.g.,	CDT	Comment	at	33-40;	The	Abundance	Institute	Comment	at	7	(“Like	object	code,	model	weights	communicate	information	to	a	computer	–	
in	this	case,	a	computer	running	an	inference	engine.	[.	.	.]	People	and	organizations	who	wish	to	publish	such	model	weights	have	a	protected	speech	
interest	in	doing	so.”);	Mozilla	Comment	at	10	n.2	(“Further,	as	U.S.	courts	have	held	multiple	times,	computer	source	code	must	be	viewed	as	expressive	
for	First	Amendment	purposes.	[.	.	.]	A	similar	argument	could	be	made	about	the	importance	of	protecting	the	sharing	of	information	about	model	
weights	and	other	AI	components.”).	Cf.	G.S.	Hans	Comment	at	2	(“Regulated	AI	companies	may	rely	upon	the	reasoning	of	[Bernstein	v.	U.S.]	to	argue	
that	export	restrictions	on	model	weights	violate	the	First	Amendment.”).	But	see	Rozenshtein,	A.	(April	4,	2024).	There	Is	No	General	First	Amendment	
Right	to	Distribute	Machine-Learning	Model	Weights.	Lawfare.	There	may	also	be	other	constitutional	challenges	regarding	openness	in	AI	models	beyond	
restriction	of	model	weights.	See	generally	G.S.	Hans	Comment	(outlining	a	range	of	potential	First	Amendment	challenges	related	to	government	
requirements	on	transparency,	content	moderation,	and	other	topics.).
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237		Greene,	T.,	&	et	al.	(2022).	Barriers	to	academic	data	science	research	in	the	new	realm	of	algorithmic	behaviour	modification	by	digital	platforms.	Nature	
Machine	Intelligence,	4,	323–330.	

238		Gorwa,	R.,	&	Veale,	M.	(2023,	November	21).	Moderating	Model	Marketplaces:	Platform	Governance	Puzzles	for	AI	Intermediaries.	ArXiv.org.	https://export.
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default/files/publications/ntia-ai-report-final.pdf.

243		IBM	Comment	at	4.

244		AI	Policy	and	Governance	Working	Group	Comment	at	3.

245		Balwit,	A.,	&	Korinek,	A.	(2022,	May	10).	Aligned	with	whom?	Direct	and	social	goals	for	AI	systems.	https://www.brookings.edu/articles/aligned-with-
whom-direct-and-social-goals-for-ai-systems/.	

246		Sartori,	L.,	&	Theodorou,	A.	(2022).	A	sociotechnical	perspective	for	the	future	of	AI:	narratives,	inequalities,	and	human	control.	Ethics	and	Information	
Technology,	24(4).	https://link.springer.com/article/10.1007/s10676-022-09624-3.

247		IBM	Comment	at	8.

248		AI	Accountability	Policy	Report,	National	Telecommunications	and	Information	Administration.	(2024,	March).	https://www.ntia.gov/issues/artificial-
intelligence/ai-accountability-policy-report.

249		Gorwa	and	Michael	Veale,	‘Moderating	Model	Marketplaces:	Platform	Governance	Puzzles	for	AI	Intermediaries’	(2024)	16(2)	Law	Innovation	and	
Technology.

250		National	Telecommunications	and	Information	Administration	(2024).	Artificial	Intelligence	Accountability	Policy	Report.	https://www.ntia.gov/sites/
default/files/publications/ntia-ai-report-final.pdf.

251		See,	for	example,	previous	writings	from	the	Clinton	administration	about	the	Internet,	which	noted	that	“governments	should	encourage	industry	self-
regulation	wherever	appropriate	and	support	the	efforts	of	private	sector	organizations	to	develop	mechanisms	to	facilitate	the	successful	operation	of	the	
Internet.”	1997	Global	Electronic	Commerce	Framework.	Clintonwhitehouse4.Archives.gov.

252		Rodriguez,	S.	and	Schechner,	S.	Facebook	Parent’s	Plan	to	Win	AI	Race:	Give	Its	Tech	Away	Free.	WSJ.	May	19,	2024.	https://www.wsj.com/tech/ai/metas-
plan-to-win-ai-race-give-its-tech-away-free-4bcc080a.

253		See,	e.g.,	Preparedness.	(n.d.).	OpenAI.	https://openai.com/preparedness/;	Anthropic’s	Responsible	Scaling	Policy.	(2023,	September	19).	Anthropic.	
https://www.anthropic.com/news/anthropics-responsible-scaling-policy.	

254		See,	e.g.,	AI	Policy	and	Governance	Working	Group	Comment	at	3-5	;	Public	Knowledge	Comment	at	11-12	;	Hugging	Face	Comment	at	8-9.

255		See,	e.g.,	Stability	AI	Comment	at	4	(“By	reducing	these	costs,	open	models	help	to	ensure	the	economic	benefits	of	AI	accrue	to	a	broad	community	of	
developers	and	small	businesses,	not	just	Big	Tech	firms	with	deep	pockets.).

256		See,	e.g.,	AI	Policy	and	Governance	Working	Group	at	1	(“Openly	available	data,	code,	and	infrastructure	have	been	critical	to	the	advancement	of	
science,	technological	innovation,	economic	growth,	and	democratic	governance.	These	open	resources	have	been	built	and	shared	in	the	context	of	
commitments	to	open	science,	to	expanding	industry	and	markets,	and	to	the	principle	that	some	technologies	should	be	widely	available	for	maximum	
public	benefit,	while	allowing	for	control	of	access	to	data,	code,	and	infrastructure	as	necessary	for	safety	and	security	purposes.”).

257		Nix,	N.,	Zakrzewski,	C.,	De	Vynck,	G.,	(2024,	March	10)	Silicon	Valley	is	pricing	academics	out	of	AI	research.	Washington	Post.	https://www.washingtonpost.
com/technology/2024/03/10/big-tech-companies-ai-research/.

258		Affiliation	of	research	teams	building	notable	AI	systems,	by	year	of	publication.	(n.d.).	Our	World	in	Data.	https://ourworldindata.org/grapher/affiliation-
researchers-building-artificial-intelligence-systems-all.

259		Rand	Comment	at	3	(“Publishing	foundation	model	weights	can	aid	in	AI	safety	research.”).

260		Google	Comment	at	2	(“While	the	benefits	of	open	AI	models	are	profound,	there	is	also	a	risk	that	their	use	accelerates	harms,	like	deepfake	imagery,	
disinformation,	and	malicious	services.”).

261		Consistent	with	this	recommendation,	the	federal	government	has	taken	several	significant	steps	toward	collecting	a	more	high-quality	evidence	base.	
For	example,	Section	4.2(a)	of	Executive	Order	14110	provides	for	the	collection	of	information	by	the	federal	government	from	developers	of	certain	dual-
use	foundation	models,	including	certain	“results	of	any	developed	dual-use	foundation	model’s	performance	in	relevant	AI	red-team	testing[.]”

262		In	our	report	on	AI	accountability	policy,	we	stressed	the	importance	of	independent	audits	and	assessments	in	lieu	of	sole	reliance	on	internal	self-
assessments.	See	https://www.ntia.gov/sites/default/files/2024-04/ntia-ai-report-print.pdf	at	20-21,	46-49.	We	noted	that	“[d]eveloping	regulatory	
requirements	for	independent	evaluations,	where	warranted,	provides	a	check	on	false	claims	and	risky	AI,	and	incentivizes	stronger	evaluation	systems.”	
Id.	at	48.	We	concluded	that	“[i]ndependent	AI	audits	and	evaluations	are	central	to	any	accountability	structure[]”	and	“[t]here	are	strong	arguments	
for	sectoral	regulation	of	AI	systems	in	the	United	States	and	for	mandatory	audits	of	AI	systems	deemed	to	present	a	high	risk	of	harming	rights	or	safety	
–	according	to	holistic	assessments	tailored	to	deployment	and	use	contexts.”	Id.	at	70,	73.	We	recommended	that	the	federal	government	“work	with	
stakeholders	as	appropriate	to	create	guidelines	for	AI	audits	and	auditors[]”	and	“require	as	needed	independent	evaluations	and	regulatory	inspections	
of	high-risk	AI	model	classes	and	systems.”	Id.	at	70,	73.	

263 U.S.	Copyright	Office.	Copyright	and	Artificial	Intelligence.	https://www.copyright.gov/ai/.

264		Department	of	Energy.	Frontiers	in	Artificial	Intelligence	for	Science,	Security	and	Technology	https://www.energy.gov/fasst.
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265		Model	weight	restrictions	based	on	non-expressive	activity	–	for	example,	on	a	model’s	demonstrated	capability	to	evade	human	control	–	would	face	
fewer	legal	challenges	than	restrictions	based	on	expressive	activity.	However,	courts	would	need	to	determine	which,	if	any,	model	weight	restrictions	
counted	as	expressive	speech.

266		See,	e.g.,	Narayanan,	A.,	&	Kapoor,	S.	(March	21,	2024).	AI	safety	is	not	a	model	property.	AI	Snake	Oil.	https://www.aisnakeoil.com/p/ai-safety-is-not-a-
model-property.

267		Artificial	intelligence:	Performance	on	knowledge	tests	vs.	Number	of	parameters.	(2023).	https://ourworldindata.org/grapher/ai-performance-
knowledge-tests-vs-parameters.	Owen,	D.	(2023,	June	9).	How	Predictable	Is	Language	Model	Benchmark	Performance?	Epoch	AI.	https://epochai.org/
blog/how-predictable-is-language-model-benchmark-performance.
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