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In today’s digitally interconnected world, the threat landscape has evolved to include 
not just sophisticated technical exploits but also the art of human manipulation. Social 
engineering attacks have emerged as a formidable and often underestimated threat to 
information security. The primary aim of this textbook is to provide a comprehensive 
and in-depth exploration of social engineering attacks. The book seeks to equip 
cybersecurity professionals, IT practitioners, students, and anyone concerned with 
information security with the knowledge and tools needed to recognize, prevent, and 
mitigate the risks posed by social engineering.

The scope of this textbook is broad and multifaceted. It covers a wide range of social 
engineering attack vectors, including phishing, vishing, pretexting, baiting, tailgating, 
impersonation, and more. Each attack vector is dissected, with detailed explanations of 
how they work, real-world examples, and countermeasures.

Key Features

• Comprehensive Coverage: Thorough exploration of various social engi-
neering attack vectors, including phishing, vishing, pretexting, baiting, quid 
pro quo, tailgating, impersonation, and more.

• Psychological Insights: In-depth examination of the psychological princi-
ples and cognitive biases that underlie social engineering tactics.

• Real-World Case Studies: Analysis of real-world examples and high-profile 
social engineering incidents to illustrate concepts and techniques.

• Prevention and Mitigation: Practical guidance on how to recognize, prevent, 
and mitigate social engineering attacks, including security best practices.

• Ethical Considerations: Discussion of ethical dilemmas and legal aspects 
related to social engineering that emphasises responsible use of knowledge.

This comprehensive textbook on social engineering attacks provides a deep and prac-
tical exploration of this increasingly prevalent threat in cybersecurity. It covers a wide 
array of attack vectors, including phishing, vishing, pretexting, and more, offering 
readers an in-depth understanding of how these attacks work. The book delves into 
the psychology behind social engineering and examines the cognitive biases and emo-
tional triggers that make individuals susceptible. Real-world case studies illustrate 
concepts and techniques while practical guidance equips readers with the knowledge 
to recognize, prevent, and mitigate social engineering threats.
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Preface

This book is a descriptive summary of social engineering attacks and 
their challenges with various case studies from diverse authors across 
the globe.

The authors of Chapter 1 introduce the concept of social engineer-
ing and emphasise its role in hacking. This sets the stage for exploring 
how human psychology can be exploited for cyberattacks.

Chapter 2 delves into the critical initial phase of social engineering, 
which is information gathering. It explores the techniques and methods 
that attackers use to collect data about their targets.

The authors of Chapter 3 discuss the cybersecurity risks and vulner-
abilities associated with social engineering. The chapter also presents 
countermeasures and strategies to prevent and mitigate these types of 
attacks.

Chapter 4 focuses on packet sniffers and presents a case study that 
examines the tools, techniques, and tactics employed by attackers to 
intercept network traffic for malicious purposes.

Chapter 5 explores the broader impact of social engineering attacks 
on organisations. It delves into the financial, reputational, and opera-
tional consequences of successful social engineering attacks.

Chapter 6, “Impacts of Social Engineering in E-Banking”, specifi-
cally targets e-banking and investigates the unique impacts of social 



xii PrefaCe

engineering attacks on the financial sector while highlighting the vul-
nerabilities and potential consequences.

Chapters 7 and 8 unveil the tools and psychological principles behind 
social engineering, providing insights into how attackers manipulate 
human behaviour to achieve their goals.

The authors of Chapter 9 focus on machine learning and introduce 
an algorithm designed to address social engineering attempts within 
chat messages to enhance security in online communication.

Chapter 10 conducts a survey of security models tailored for the 
Internet of Things (IoT) and highlights the importance of safeguarding 
IoT ecosystems from social engineering threats.

In Chapter 11, a study is conducted on image detection and extrac-
tion techniques that utilises Convolutional Neural Networks (CNN) 
and IoT to estimate distracted drivers, emphasising safety and security 
concerns in the automotive industry. The authors of Chapter 12 focus 
on cyberattacks, countermeasures, and their conclusions.

Gururaj H L
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1
IntroductIon to 

SocIal EngInEErIng

The Human Element of Hacking

V ISH A L BH A R ATH,  GU RU R AJ H L , 
SOUN DA RYA B  C  A N D GIR ISH L

1.1 Introduction

Take a moment to look around you and observe your surroundings. 
What do you see? If you reflect on the items around you and think back 
to how things were just two decades ago, then you will gain insight 
into the remarkable advancements that have transformed our lives in 
such a short period.

In the early 2000s, our methods of entertainment and communica-
tion were vastly different. We relied on video cassette tapes to watch 
movies, rotary telephones, ‘dumb phones,’ or public telephone booths 
for making calls, and devices such as the famous Sony Walkman or 
basic MP3 players for music. Photography enthusiasts used Polaroid 
cameras, while digital cameras were slowly gaining popularity. It was 
a time when having all of these gadgets was the norm.

Fast forward to the mid-2000s, and a groundbreaking innovation 
changed everything—the first touchscreen smartphone, LG Prada, 
was introduced in 2006 [1, 2]. This single device seamlessly replaced 
the functionality of numerous gadgets. Around the same time, web-
sites such as Facebook, a pioneering social media platform, and You-
Tube, a revolutionary video streaming and sharing platform, emerged. 
As we approached the late 2000s, the introduction of Android-pow-
ered smartphones and the visionary Steve Jobs unveiling the ‘revo-
lutionary  product’—the Apple iPhone—marked a turning point in 

https://doi.org/10.1201/9781003406716-1


2 SOCIAL ENGINEERING IN CYBERSECURITY

our technological evolution. These rapid advancements reshaped our 
world in just a decade.

1.1.1 Why Do We Need to Know about Social Engineering?

Social engineering poses a formidable challenge to network security 
by transcending the robustness of firewalls, cryptography methods, 
intrusion detection systems, and antivirus software [3]. As security 
measures advance, so does the ingenuity of attackers, who constantly 
seek new avenues to breach these barriers. Remarkably, humans, being 
naturally inclined to trust fellow humans, often emerge as the weakest 
link in the security chain.

Malicious activities executed through human interactions manipu-
late individuals psychologically and coax them into divulging confiden-
tial information or bypassing security protocols. Due to the pervasive 
nature of these human-driven interactions, social engineering attacks 
emerge as potent threats that can compromise all systems and net-
works. Traditional software or hardware solutions prove inadequate in 
preventing these attacks unless individuals are adequately trained to 
recognize and thwart them.

Notably, cybercriminals turn to social engineering attacks when tra-
ditional technical vulnerabilities are absent, which makes social engi-
neering their method of choice. A report from ISACA (formerly the 
Information Systems Audit and Control Association) underscores the 
enduring relevance of social engineering, as it continued to top the list 
of analyzed attack types in 2022 [4]. This resilience is unsurprising, 
given its effectiveness as a tool in the cybercriminal arsenal.

1.1.2 Open-Source Intelligence (OSINT) and Social Engineering

Many scams succeed because they skillfully convince victims that the 
scam is not a scam at all but rather a casual and legitimate interaction. 
This persuasion leads victims to willingly provide their information 
instead of the information being maliciously stolen from them. Scam-
mers primarily aim to achieve their objectives by convincing individu-
als to voluntarily surrender their information, as opposed to resorting 
to forceful intimidation or threats [5].
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Using threats and intimidation can be a risky strategy for scammers, 
as victims may resist such tactics and could opt to report the threats to 
security authorities. This, in turn, could expose the scammer to legal 
consequences. As a result, scammers often rely on the power of per-
suasion and social engineering to deceive individuals by fostering a 
false sense of trust and credibility in their interactions.

Open-source intelligence (OSINT) has emerged as a prevalent and 
growing tactic employed by attackers in their efforts to target organiza-
tions and their personnel. OSINT involves the collection of data from 
publicly accessible sources, including social media, news articles, gov-
ernment reports, and academic papers. Attackers leverage this wealth 
of information to craft convincing social engineering campaigns that 
instantly resonate with their intended targets.

Numerous open-source channels serve as valuable resources for 
OSINT, encompassing the internet (via search engines), social media 
platforms, blog posts, online forums, video sharing sites (such as You-
Tube), magazines, newspapers, radio, TV, and maps. Attackers utilize 
an array of tools and websites for OSINT gathering, such as Google 
dorking, namechk.com, and Glassdoor, which we delve into in subse-
quent sections. Once they amass this information, attackers construct 
tailored attack vectors aimed at organizations or individual employ-
ees. In the sections that follow, we elaborate on the methodologies that 
attackers employ in OSINT collection and the potential ramifications 
of this gathered intelligence [5].

It is essential to emphasize that the data amassed through OSINT 
tools often provide attackers with sufficient information to target 
individuals effectively. When infiltrating organizations, attackers fre-
quently focus their efforts on employees, as they recognize employ-
ees as the most vulnerable entry points in their quest for unauthorized 
access.

1.1.2.1 Glassdoor In the context of OSINT operations that target 
organizations, platforms such as Glassdoor become valuable sources 
of internal organizational data [6]. These include sensitive informa-
tion, namely, medical benefit providers, company images, job titles, 
salary details, and more. Armed with knowledge of medical benefit 
providers, attackers can construct sophisticated campaigns designed 

http://namechk.com


4 SOCIAL ENGINEERING IN CYBERSECURITY

to deceive individuals by posing as representatives from these medical 
benefit companies. This is just one illustration of how OSINT-derived 
insights can be exploited by attackers to craft convincing and targeted 
social engineering attacks.

1.1.2.2 Namechk.com In OSINT gathering aimed at individuals, plat-
forms such as namechk.com offer a valuable tool. When provided with 
a specific username, namechk.com conducts a thorough search across 
various websites and domains to determine if this username is in use 
elsewhere. Typically, individuals tend to maintain consistency by using 
the same username across multiple online platforms. This service 
enables attackers to identify and aggregate information about multiple 
accounts maintained by the target, potentially yielding new insights 
such as additional social media profiles, video-sharing accounts, 
blogs, and more. Consequently, this aids attackers in amassing addi-
tional personal information about the target and further enriches their 
intelligence.

1.1.2.3 Google Dorking Google dorking, often referred to as Google 
hacking, is a technique that utilizes advanced search queries to unveil 
hidden information within Google search results. Google dorks, or 
Google hacks, involve specific search commands, parameters, and 
operators entered into the Google search bar to reveal concealed seg-
ments of websites.

When Google indexes web pages for its search engine, it gains access 
to parts of websites that regular internet users cannot see. Google 
dorks exploit this capability to uncover information that organizations, 
companies, and website owners may prefer to keep hidden [7, 8]. Mali-
cious hackers can employ Google dorks to gather data on their targets 
and identify websites with vulnerabilities, flaws, or sensitive informa-
tion that can be exploited. Beyond information gathering, dorking can 
potentially provide unauthorized access to servers, cameras, files, and 
even phone apps. Some dorking techniques may expose files contain-
ing failed login attempts, including usernames and passwords, while 
others may allow hackers to bypass login portals.

What makes dorking particularly concerning is its simplicity; there 
is no need to learn complex coding. Gathering data can be achieved 
through straightforward search commands. Combining dorking with 

http://namechk.com
http://namechk.com
http://namechk.com


5introduCtion to soCial engineering

social engineering can yield a wealth of information that can be lever-
aged for identity theft. As our digital footprint expands, we face an 
increasing risk of being tracked online and becoming vulnerable to 
various forms of cyberattacks, including Google search hacks. Some 
of the common Google dork operators and commands are shown in 
Table 1.1.

A few of the commands are listed as follows.

 1) Site: Using ‘site:’ in a search query will provide results focused 
on the specific website mentioned.

 2) Intitle: Using ‘intitle:’ focuses a Google search to look only for 
pages with that specific text in their HTML page titles.

 3) Inurl: Using ‘inurl:’ searches only for pages with that specific 
text in their URL.

 4) Filetype or ext: Using ‘filetype:’ or ‘ext:’ narrows the search to 
the specific file type mentioned.

 5) Intext: Using ‘intext:’ in a search query will search only for 
the supplied keywords. 

All of these can be combined with other keywords and operators for 
more precise searches. A search can be enhanced by adding additional 
parameters or commands and shortening the syntax used. Dorks can 
also be automated to regularly scan for vulnerabilities and other infor-
mation. The above commands can also be employed in daily search 
engine life to obtain more focused results of the query given as an input.

Many more tools are used in the planning and execution of a social 
engineering attack. This section gives an idea of the tools that are being 
used. Other tools are discussed in detail in the upcoming chapters.

Table 1.1 Google Dork Operators

OPERATOR FUNCTION

Site Search specific site
Filetype Specific files
Intext Search text of page only
Inurl Search URL
* Wild card for a single word
“ ” Searches for exact phrase
+ Returns common words that might ordinarily be discarded
- Removes pages that mention a given term
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1.2 Impact of Social Engineering

Social engineering attacks have the following adverse effects.

1.2.1 Financial Losses

Perhaps one of the most widely known consequences of cyberattacks 
is the direct financial losses that a company faces due to social engi-
neering attacks. Depending on the company’s size and the attacker’s 
motives, this figure can vary, from $20,000 to millions of dollars. 
According to IBM’s 2022 Cost of a Data Breach report, the average 
cost of a data breach with social engineering as the initial attack vector 
exceeded $4 million [9].

Using masks and guns for bank and financial institution robberies is 
outdated. Criminals have shifted to more advanced methods to obtain 
funds and data by transitioning from traditional tactics to social engi-
neering attacks and ransomware scripts. Over recent years, there has 
been a significant increase in attempted social engineering attacks and 
hacks within the financial sector.

1.2.2 Loss of Productivity

Any successful cyberattack causes a considerable disruption to regular 
business operations. For example, the IT team and management-level 
employees need to postpone their other tasks to deal with the breach, 
all employees need to be updated about the hack and trained to prevent 
the same attack in the future, etc.

Most attacks when executed successfully make it impossible for 
businesses to simply go about their usual working routine. Some level 
of maintenance, cleanup, and introspection will be important to find out 
about the attack. However, severe attacks that may have caused wide-
spread chaos in the organization and that require a great deal of inves-
tigation can destroy company productivity completely and require a 
significant amount of time to return to normalcy from the setback [10].

Pretexting, phishing, baiting, and similar attacks all fall into this 
category. When a particular employee is targeted in such an attack, 
an investigation becomes necessary. Who clicked the malicious link 
or opened the deceptive message? How did the attacker acquire 
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information about them, and what was the motive for targeting them? 
Answers to these questions are essential before normal business opera-
tions can resume.

In Phishing and baiting attacks, an employee or group of employ-
ees may have been targeted, and they need to be questioned to deter-
mine the root cause of the attack, estimate the extent of the damage, 
and evaluate the systems that have been compromised and the repairs 
and advancements required to return to normalcy and prevent such 
attacks in the future. The amount of productive time and finances lost 
is immense.

1.2.3 Cyberattacks Cause Business Disruption

Another consequence of social engineering is akin to the loss of pro-
ductivity, but it extends to the impact on customer satisfaction rates 
and the supply chain. A successful attack disrupts regular business 
operations, which leads to downtime in product manufacturing, ship-
ping, and other crucial processes. These disruptions can result in the 
loss of customers and even suppliers due to delays. Furthermore, the 
aftermath of a breach may involve audits of a company’s cybersecurity 
practices by both its insurance company and bank. Returning to nor-
malcy can be a lengthy process, leading to the wastage of funds, labor, 
and time.

1.2.4 Loss of Reputation

If you were a customer or supplier of a company that underwent a major 
cybersecurity breach, would you be inclined to trust this company 
again? Would you choose to maintain your business relationship with 
them? Regrettably, for numerous businesses, the response is often ‘no.’ 
Many individuals are reluctant to expose themselves and their informa-
tion to potential risks, resulting in a substantial loss of both customers 
and suppliers for these affected businesses after a security breach.

As previously mentioned, social engineering attacks can cause sig-
nificant harm to individuals and organizations. To underscore the sever-
ity of cyberattacks, let us examine some statistics. In 2021, cybercrime 
was projected to cause a staggering $6 trillion USD in global damages. 
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If treated as an economy, then this figure would position cybercrime as 
the world’s third-largest, following only the United States and China.

Table 1.2 outlines various impact categories associated with social 
engineering attacks, ranging from financial losses and reputation dam-
age to data breaches and psychological impacts. These impacts under-
score the importance of implementing robust security measures and 
awareness programs to mitigate the risks posed by social engineering.

1.3 Types of Social Engineering Attacks

There are many varieties of social engineering attacks. It is important 
to know the types of these attacks to counter and report them as each 
kind of attack has a different countermeasure to be taken. We look at 
some of the types of social engineering attacks in this section.

1.3.1 Phishing Attacks

Phishing is the most prevalent form of social engineering and a tactic that 
has seen a staggering tenfold increase in the past three years, according 
to the FBI [11]. Phishing attacks occur when scammers employ various 

Table 1.2 Impact Categories Associated with Social Engineering Attacks

IMPACT CATEGORY DESCRIPTION

Financial loss Unauthorized fund transfers or theft
Payment card fraud and unauthorized transactions
Extortion and ransom demands
Loss of business revenue and profits

Reputation damage Public disclosure of sensitive or embarrassing data
Erosion of trust and confidence among stakeholders
Negative media coverage and public perception

Data breaches Unauthorized access to sensitive data
Theft or exposure of personal or corporate data
Legal and regulatory consequences

Operational disruption Disruption of critical systems and processes
Downtime, loss of productivity, and business impact

Intellectual property loss Theft of proprietary information or trade secrets
Loss of competitive advantage

Legal and regulatory risk Fines and penalties for non-compliance
Regulatory investigations and audits

Psychological impact Stress, anxiety, and emotional effects
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forms of telecommunication, with emails being the most common, to 
‘fish’ for valuable information. These deceptive messages often mimic 
trusted sources such as organizations or individuals you know.

The term ‘phishing’ describes an attempt to steal sensitive infor-
mation, which typically encompasses usernames, passwords, credit 
card numbers, bank account details, or other crucial data that can be 
exploited or sold. In this scheme, attackers disguise themselves as rep-
utable sources and use enticing requests to lure victims, much like a 
fisherman employs bait to catch a fish.

Successful phishing attacks frequently result in identity theft, credit 
card fraud, ransomware incidents, data breaches, and substantial finan-
cial losses for both individuals and corporations.

Phishing represents a subset of social engineering tactics wherein 
individuals are deceived, pressured, or manipulated into divulging 
information or assets to malicious parties. Social engineering attacks 
exploit human error and leverage psychological pressure tactics to 
achieve their objectives. Attackers often pose as trusted entities and 
create a sense of urgency, which compels victims to act hastily and 
negligently. Hackers and fraudsters favor these techniques because of 
their cost-effectiveness and ease of execution over direct computer or 
network hacking. However, these methods come with a heightened risk 
due to direct interaction with the victim. In 2022, Microsoft claimed 
the unenviable title of the most impersonated brand, closely followed 
by Facebook, as depicted in Figure 1.1.

Figure 1.1 Social engineering attacks.
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1.3.1.1 Types of Phishing Attacks 

1.3.1.1.1 Bulk Phishing Emails The most prevalent form of phish-
ing attack is bulk email phishing. In this scheme, scammers craft email 
messages that appear to originate from a reputable and widely recog-
nized business or organization. These messages are then dispatched 
to millions of recipients. Bulk email phishing operates on a statistical 
principle: when the entity being impersonated is larger or more promi-
nent, the likelihood that recipients will include customers, subscribers, 
or members is greater.

Cybercriminals employ various tactics to enhance the authenticity 
of phishing emails. Typically, they incorporate the logo of the imper-
sonated sender within the email and manipulate the ‘from’ email 
address to include the impersonated sender’s domain name. In some 
cases, they may even spoof the sender’s domain name—for instance, 
using ‘rnicrosoft.com’ instead of ‘microsoft.com’—to create the illu-
sion of authenticity.

The subject line plays a pivotal role in phishing emails. It is carefully 
chosen to address a topic that the impersonated sender could plausibly 
discuss and is designed to evoke strong emotions in the recipient—
such as fear, greed, curiosity, a sense of urgency, or time pressure—to 
capture their attention. Common subject lines used in these phishing 
attempts include ‘Please update your user profile,’ ‘Problem with your 
order,’ ‘Your closing documents are ready to sign,’ and ‘Your invoice 
is attached.’

The content of the email body is strategically crafted to guide the 
recipient toward taking an action that appears entirely legitimate and 
aligned with the email’s subject. However, this seemingly innocuous 
action ultimately leads the recipient to disclose sensitive information, 
such as social security numbers, bank account details, credit card 
numbers, or login credentials. Alternatively, it may prompt the recipi-
ent to download a file that, unbeknownst to them, infects their device 
or network.

In August 2020, a significant incident of this type of attack came 
to light when cyberattackers launched phishing emails with the intent 
of pilfering Microsoft account credentials. These deceptive messages 
were designed to dupe victims into clicking on a malicious link, which 
redirected them to a counterfeit Microsoft login page.

http://rnicrosoft.com
http://microsoft.com
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1.3.1.1.2 Spear Phishing 

Spear phishing is a phishing attack that targets an individual with priv-
ileged access to sensitive data or network resources or special authority 
that the scammer can exploit for fraudulent purposes. A spear-phishing 
attacker studies the target and gathers information needed to pose as a 
person or entity that the target truly trusts or to pose as the target itself. 
Social media and social networking sites have become rich sources 
of information for spear-phishing research. By gathering data with 
various open-source channels, the attacker would have enough data 
to send a personalized message to the target with a specific request. 
Spear-phishing attacks make up just 0.1% of all email-based attacks 
but are responsible for two-thirds of all breaches, Barracuda Networks 
has found.

1.3.1.1.3 Business Email Compromise (BEC) Business email com-
promise (BEC) is a category of spear-phishing attack aimed at illicitly 
acquiring substantial sums of money or highly valuable information, 
such as trade secrets, customer data, and financial records, from cor-
porations or institutions. BEC attacks manifest in various forms, with 
two of the most prevalent being the following:

CEO fraud: CEO fraud, a prevalent form of BEC attack, involves 
the scammer impersonating a high-ranking executive’s email 
account. The attacker either gains unauthorized access to the 
executive’s email or closely mimics their email address. Sub-
sequently, the scammer sends a deceptive message to a lower-
level employee that directs them to carry out actions such as 
transferring funds to a fraudulent account, making purchases 
from bogus vendors, or sharing files with unauthorized parties.

Email account compromise (EAC): EAC involves the scammer 
gaining unauthorized access to the email account of a lower-
level employee, such as a manager in finance, sales, or R&D. 
The scammer exploits this access to send deceptive invoices to 
vendors, instruct other employees to make fraudulent payments 
or deposits, or request access to sensitive and confidential data.

1.3.1.1.4 Whaling Whaling refers to a specific type of phish-
ing attack that sets its sights on high-profile individuals, typically 
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executives, government officials, or celebrities. In the world of cyber-
crime, these individuals are considered ‘big fish’ due to the signifi-
cant potential they offer scammers, whether in the form of substantial 
financial gains or access to valuable data. In one scenario, cybercrimi-
nals may target celebrities in the hopes of discovering compromising 
photos that can be used to extort hefty ransoms.

In another example, hackers send spoofed emails to C-level execu-
tives, appearing as if the communication originates from within the 
victim’s organization. The sender claims to possess confidential infor-
mation about a coworker but expresses fear about reporting it in person. 
Instead, they offer to share their evidence in the form of a spreadsheet, 
PDF, or slide deck. However, when victims click on the provided link 
or attempt to open the attachment, they unknowingly expose them-
selves to malware, which can infect their system and potentially spread 
throughout their network.

1.3.1.1.5 Smishing and Vishing Smishing and vishing are forms of 
phishing attacks that utilize phone communication instead of written 
messages. Smishing involves sending deceptive SMS messages, while 
vishing revolves around phone conversations.

In a typical voice phishing (vishing) scam, the attacker impersonates 
a scam investigator representing a credit card company or bank. They 
contact victims and claim that their account has been compromised 
and that urgent action is required. The fraudster then manipulates the 
victim into providing their credit or debit card information, purport-
edly for identity verification or to transfer funds to a secure account. 
In this way, the provided account details are obtained by the attacker.

Vishing scams may also employ automated phone calls from indi-
viduals posing as trusted entities who prompt the victim to input per-
sonal information by using their phone keypad. These attacks exploit 
the victim’s trust in seemingly legitimate phone interactions to steal 
sensitive data.

1.3.1.1.6 Angler Phishing These attacks involve the creation of 
counterfeit social media accounts that are designed to appear as if they 
belong to reputable organizations. Attackers use account handles that 
closely resemble those of legitimate organizations and even adopt the 
same profile picture as the genuine company account.
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The attackers exploit consumers’ common practice of reaching out 
to brands via social media platforms for complaints or assistance. How-
ever, instead of contacting the genuine brand, unsuspecting custom-
ers engage with the attacker’s fraudulent social media account. Upon 
receiving a customer’s request, the attacker may request personal infor-
mation under the guise of identifying and resolving the issue. In some 
instances, the attacker may direct the customer to a counterfeit cus-
tomer support webpage through a provided link. This malicious website 
serves as a trap designed to compromise the user’s security [12].

1.3.2  What Attributes Make Some People More Susceptible  
to Phishing Attacks than Others

Why do most existing defenses against phishing fail, and what per-
sonal and contextual factors render certain individuals more suscep-
tible to phishing attacks than others? Numerous studies have explored 
these questions by delving into the factors that influence vulnerability 
to phishing attacks and the underlying reasons for individuals falling 
victim to them.

Human nature and negligence emerge as key determinants in the 
phishing process [13]. Phishing attackers capitalize on specific psycho-
logical triggers and technical vulnerabilities, which makes virtually 
everyone susceptible to such attacks [14].

In 2017, a report by PhishMe highlighted curiosity and urgency as 
the most common triggers prompting victims to respond to phishing 
attacks. Over time, these triggers evolved, giving way to emotional 
motivators such as entertainment, social media, and reward/recogni-
tion. However, in the context of a phishing attack, these psychological 
triggers often override individuals’ conscious decision making, lead-
ing to actions driven by negligence.

Furthermore, individuals working under stress are more prone 
to making impulsive decisions without considering potential conse-
quences. Prolonged stress can also impact the brain areas responsible 
for emotional control, further weakening an individual’s ability to 
resist phishing attempts.

Numerous studies have explored the relationship between susceptibil-
ity to phishing attacks and various personal factors, aiming to uncover 
the reasons behind the varying success rates of phishing in different 
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demographic groups. Although it is true that everyone can potentially 
fall victim to phishing, research has indicated that specific age groups 
exhibit varying levels of susceptibility to certain phishing tactics.

One noteworthy finding is that individuals aged 18 to 25 years are 
more prone to phishing attacks than other age cohorts [15]. Younger 
adults in this age range tend to be more trusting in their online com-
munications, and they are also more inclined to click on emails from 
unknown sources. This higher level of trust and a greater likelihood to 
engage with unfamiliar emails contribute to their increased suscepti-
bility to phishing attempts.

A survey conducted by antivirus company Avast revealed that men 
exhibit a higher susceptibility to smartphone malware attacks than 
women. The study found that men are generally more vulnerable to 
such attacks primarily because they tend to be more comfortable and 
trusting when using mobile online services. Additionally, the research 
demonstrated a positive correlation between internet addiction and 
risky cybersecurity behaviors, while individuals with a positive atti-
tude toward cybersecurity in a business context displayed fewer risky 
cybersecurity behaviors.

Another study [16] highlighted that participants who spend exten-
sive time on personal computers (PCs) tend to more accurately and 
swiftly identify phishing attempts than their counterparts with lower 
PC usage. Conversely, scammers and cybercriminals often exploit 
people’s trust in websites and platforms [17], particularly when this 
trust is based on visual appearances that can deceive users. For exam-
ple, fraudsters capitalize on users’ trust in a website by replacing a 
letter in a legitimate site’s URL with a number, such as ‘goog1e.com’ 
instead of ‘google.com’.

In a study conducted by [16], phishing attacks were systematically 
sent to 1,350 randomly selected undergraduate students representing 
various academic fields, ranging from engineering and mathematics 
to arts and social sciences. The primary objective of this study was to 
analyze user click rates when confronted with phishing attempts.

The research uncovered that several factors influenced students’ vul-
nerability to phishing, including their level of phishing awareness, the 
amount of time spent on computers, their participation in cyber train-
ing, age, and academic year. However, the study’s most unexpected 
finding was that individuals with greater knowledge about phishing 
were paradoxically more susceptible to phishing scams.

http://goog1e.com
http://google.com
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To explain this surprising outcome, the authors propose two specu-
lations. First, they suggest that users’ awareness of phishing might have 
increased because of continually falling for phishing scams, which led 
them to be more cautious. Second, it is possible that the individuals 
who fell for phishing attempts had less knowledge about phishing than 
they initially claimed.

Figure 1.2 shows a simplified flowchart-style diagram that repre-
sents the general steps involved in a social engineering attack.

This diagram provides a high-level overview of the stages involved 
in a social engineering attack, from target selection to the final out-
come. In practice, attackers may loop back to earlier stages or employ 
a combination of tactics to achieve their objectives.

1.3.3 Identification of a Social Engineering Attack

It is crucial to identify an attack in its early stages before any informa-
tion is passed on to the attacker that allows them to progress to subse-
quent stages. Detecting such attacks becomes considerably challenging 

Figure 1.2 Simplified flowchart-style.
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once the attacker has breached the initial security layers. Since a sig-
nificant portion of social engineering attacks takes the form of phishing 
attacks, we explore methods to recognize these attacks by familiarizing 
ourselves with common indicators typically present in them.

According to the Cybersecurity and Infrastructure Security Agency 
(CISA) [14], there are six common indicators of social engineering 
attacks and ways to spot them.

Suspicious sender’s address When sending an email or a mes-
sage to the target, the attacker will often replicate the address 
of a legitimate business. The sender’s address may closely 
resemble that of a notable company, but some words might 
be altered or omitted, which may not immediately catch the 
target’s attention.

Generic greetings and signature Typically, a generic greeting 
lacking specific identification, coupled with a dearth of con-
tact information, can be indicative of a phishing attack. This 
is because a genuine email from a trusted organization will 
likely include its contact information and address you by name 
or some form of personal identification.

Spoofed hyperlinks and websites Spoofed links can be read-
ily identified. When you hover your cursor over any of the 
links within the email’s content and the displayed link does 
not match the text that appears during the hover, this is an 
indication that it might be a spoofed link. Malicious websites 
can mimic the appearance of the original site, but upon closer 
inspection, the URL may exhibit subtle variations in spell-
ing or belong to a different domain (e.g., .net instead of .gov). 
Attackers may also employ URL shortening techniques to 
conceal the true destination of the link.

Secondary destinations Some phishing attacks involve direct-
ing the victim to a document hosting site or attaching a docu-
ment to the message. In such cases, attackers can embed a link 
within a seemingly safe document. Clicking on this link can 
lead victims to a malicious website, where the attacker hosts 
infected files or implements a credential skimming scam.

Spelling and layout A message characterized by poor grammar, 
sentence structure, misspellings, and inconsistent formatting 
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is a common indicator of a phishing attempt. This is because 
reputable institutions typically have dedicated personnel 
responsible for ensuring error-free customer correspondence.

Suspicious attachments Unsolicited emails that request the 
user to download and/or open an attachment often indicate a 
malware attack. Attackers leverage a false sense of urgency 
or importance to persuade the user to download or open the 
attachment without proper scrutiny. This exploits the user’s 
casualness and negligence, which enables the attacker to 
achieve their objectives.

Identification is the initial step in preventing such attacks. If any of the 
aforementioned indicators are encountered, then it is advisable to con-
tact a cybersecurity expert promptly to disrupt the attacker’s efforts. 
Detailed methods for preventing social engineering attacks are dis-
cussed in upcoming chapters. Let us move on to some of the other 
types of social engineering attacks.

1.3.3.1 Honey Trap In a honey trap attack, the attacker feigns roman-
tic or sexual interest in the victim, enticing them into an online rela-
tionship. Subsequently, the attacker persuades the victim to divulge 
confidential information or make substantial payments in exchange for 
sensitive information acquired by the attacker about the victim. This 
information may encompass private photos, access to social media 
accounts, or other delicate personal details. This type of attack is a 
prevalent small-scale scam employed by attackers to exploit individu-
als who may be longing for affection and are in desperate search of a 
partner.

1.3.3.2 Scareware Scareware is a form of attack that initially 
deceives individuals into thinking their computer has been infected 
with malware. The attacker subsequently prompts users to download 
cybersecurity software, which, in reality, is malware created by the 
attacker. This type of attack exploits pop-ups and employs other social 
engineering tactics.

1.3.3.3 Baiting Baiting is one of the most common and straight-
forward examples of social engineering attacks. Although it shares 
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similarities with phishing, baiting relies on false promises of a reward 
to pique a victim’s curiosity and greed. In this type of attack, perpetra-
tors often lure users into providing their login credentials in exchange 
for access to supposedly ‘free’ pirated movies, TV shows, games, or 
software.

1.3.3.4 Watering Hole Attacks A watering hole attack is a targeted 
security exploit in which cyber actors attempt to compromise a specific 
group of users by infecting websites frequented by the group’s mem-
bers. The attackers’ goal is to infect the victims’ computers and gain 
access to their network resources.

1.3.3.5 Quid Pro Quo Quid pro quo is another prevalent social engi-
neering attack. In this scheme, hackers promise a benefit to entice vic-
tims into divulging personal information. For instance, a victim might 
receive a call from an unfamiliar number, claiming that they have won 
a lottery. The caller requests sensitive data in exchange for the sup-
posed lottery reward, even though there is no actual lottery and the 
call is a scam.

1.3.3.6 DNS Spoofing DNS spoofing, or DNS cache poisoning, is 
an attack in which hackers manipulate domain names to divert users 
to a malicious website that appears as the legitimate one. Users are 
prompted to enter their login credentials, which enables attackers to 
steal sensitive data.

1.4 Use of AI in Social Engineering Attacks

Artificial intelligence (AI) is advancing exponentially and introduc-
ing numerous tools that can accomplish time-consuming tasks in a 
matter of seconds. AI can generate personalized text, audio, and even 
video models of individuals through a user-friendly interface—such as 
a simple text prompt. This rapid progress in AI presents both incred-
ible opportunities and challenges.

In the context of social engineering attacks, AI has become a power-
ful tool. Tools such as ChatGPT can assist attackers in crafting highly 
sophisticated emails, complete with proper grammar and spelling, and 
create the illusion that a specific person composed them effortlessly. AI 
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can also produce deep fakes, synthetic videos, and realistic virtual iden-
tities. Attackers can impersonate real individuals, such as senior execu-
tives, customers, or partners, using AI-powered chatbots to engage 
victims in conversations that mimic human interactions. This enables 
them to social engineer victims into revealing sensitive information, 
engaging in financial transactions, or spreading misinformation.

The advancement of AI tools has made social engineering attacks 
more challenging to detect, as these tools can create near-identical rep-
licas of personalized texts and audio by learning to generate descrip-
tive queries that match our requests.

1.4.1 Most Infamous Cases of Social Engineering

In this section, we look at the major real-world social engineering 
attacks that have made us realize the deadly threat of social engineering.

1.4.1.1 Evaldas Rimasauskas Google Facebook Fraud A Lithuanian 
man named Evaldas Rimasauskas stole $99 million from Facebook 
and $23 million from Google by creating fake invoices and asking 
for payment for the funds billed in the invoices across two years from 
2013 to 2015 in a classic case of a whaling attack. He executed this 
attack by posing as a high-level executive of a Taiwanese company 
called Quanta Computer Inc. that supplied servers and various other 
hardware components to Google and Facebook. Rimasauskas regis-
tered and incorporated a company in Latvia that bore the same name 
as the Taiwanese company, that is, Quanta Computer Inc., and opened, 
maintained, and controlled various accounts at banks located in Latvia 
and Cyprus under this name. After setting up the bank accounts, the 
perpetrator initiated a series of whaling attacks by using a spoofed 
high-level executive account designed to appear legitimate. These 
fraudulent messages included attached invoices, contracts, and letters, 
all bearing false Quanta Computer Inc. stamps.

Reportedly, Google and Facebook accepted these falsified docu-
ments and forwarded them to their respective banks, which subse-
quently processed multimillion-dollar transactions. To access the 
transferred funds, the fraudster forged the signatures of executives 
from Facebook and Google on the invoices, contracts, and letters sub-
mitted to the banks.
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To obscure the money trail, the perpetrator then sought to transfer 
these ill-gotten funds to bank accounts located in various countries, 
including Latvia, Cyprus, Slovakia, Hungary, and Hong Kong [16].

Rimasauskas managed to acquire the required information through 
a deliberate strategy employed by his employees. They routinely con-
tacted the victim companies’ customer service numbers with the aim of 
gathering as much information as possible about these organizations. 
During these calls, the fraudsters sought details such as the names of 
key employees and their contact information. Phishing emails were 
sent to the employees of the target companies through which Rima-
sauskas’ employees were able to gain control of the companies’ email 
systems, which gave them a treasure of data to plan and deploy a full-
fledged social engineering attack. The companies notified the FBI 
of the email intrusions. Investigators froze some of the funds before 
Rimasauskas and his associates could move the money. Rimasauskas 
meticulously crafted an extensive paper trail, which included contracts, 
invoices, and various documents, all in an attempt to lend an appear-
ance of legitimacy to the fraudulent transactions. However, this paper 
trail ultimately played a significant role in his apprehension.

In March 2017, Lithuanian authorities arrested Rimasauskas, and 
later, in August 2017, he was extradited to New York to face charges. 
In addition to a prison sentence, the court ruled that Rimasauskas must 
serve two years of supervised release. He was also ordered to forfeit 
$49,738,559.41 and to pay restitution in the amount of $26,479,079.24. 
Consequently, approximately $60 million in ill-gotten gains were 
recovered.

Accordingly, two major observations are noted. First, tech giants 
such as Google and Facebook can also get scammed by social engi-
neering attacks. Second, Rimasauskas was able to carry out such a 
detailed plan even though he was on the other side of the globe, which 
suggests that social engineering attacks can be conducted from any-
where and on anyone or any organization, even one as massive as a 
giant tech company.

1.4.1.2 Bangladesh Bank Heist of 2016 The Bangladesh Bank heist 
stands out as one of the most significant bank robberies in recent his-
tory. Bangladesh Bank, the central bank of Bangladesh, maintains an 
account with the Federal Reserve Bank of New York to manage and 
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transfer the foreign currency reserves of Bangladesh. In this auda-
cious heist, security hackers orchestrated 35 fraudulent instructions 
via the Society for Worldwide Interbank Financial Telecommunication 
(SWIFT) network to unlawfully transfer nearly $1 billion USD 
from the Federal Reserve Bank of New York account belonging to 
Bangladesh Bank.

To provide context, SWIFT serves as a secure network that facili-
tates governments and financial institutions worldwide in sending and 
receiving information related to financial transactions securely and 
reliably. The attack started when the central bank’s programmed print-
ers used to print out real-time transactions connected with SWIFT 
software were not working. Hence, the transactions were not getting 
printed, and the bank employees were not able to verify any transaction. 
After the printer was restored, the printer printed absurdly more trans-
actions than expected. They discovered 35 doubtful payment orders 
for enormous amounts of money that were transferred from the private 
account of Bangladesh’s central bank to many other accounts in sev-
eral other nations. None of the payment orders had been approved by 
any of the employees. Puzzlingly, SWIFT software, a military-grade 
security software considered to be unhackable, was not working. The 
35 money orders had a grand total of a whopping $1 billion. However, 
Bangladesh’s bank got lucky as New York’s bank flagged 30 of these 
transfer requests for manual review, which happened because in one 
of the SWIFT orders, there was coincidentally the name of a shipping 
company that had been blacklisted for political reasons between the 
US and Iran, which was complete luck in favor of Bangladesh. Out 
of the five transactions, one of them had a typographical error in the 
name of a foundation as the receiver bank account, and it therefore 
failed. The four other transactions could not be traced and were said 
to have been directed to the Philippines, where the money became 
untraceable as it was laundered into cash and casinos. Although major 
money orders were not approved, the 4 transactions resulted in a $81 
million loss to the bank.

Following an investigation, it was revealed that a month before the 
theft, an employee at Bangladesh Bank inadvertently triggered a mal-
ware program by opening a malicious email. This action initiated the 
installation of an infected program within the bank’s security system. 
This infected program, unbeknownst to the bank, granted the attackers 
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access to the bank’s network and sensitive information. The attackers 
were able to study the bank’s routine and operations, which helped 
them formulate a foolproof plan. Bangladesh Bank could have avoided 
the attack or at least controlled the extent of the damage if it had imple-
mented several necessary controls and adopted routine security tests.

Accordingly, $1 billion of Bangladesh citizen’s taxpayer money was 
compromised, which is not a small amount of money for a third-world, 
developing nation. In a stroke of luck, Bangladesh escaped a deadly 
financial crisis, but the bank had to face a loss of $81 million. This 
incident also showed that certain weak links in SWIFT software had 
to be upgraded to avoid any similar incidents from occurring.

Fast forward to the present day, and the once-novel devices that used 
to be considered a luxury have now become an indispensable part of 
our lives. Nearly every individual possesses a smartphone and wields 
the computing power of a supercomputer right in the palm of their hand.

In this contemporary landscape, Facebook and Apple have ascended 
to the coveted status of Tech Giants, joining the ranks of industry 
titans such as Google, Microsoft, and Amazon. Notably, in the early 
2000s, Google was primarily engaged in advertising, Microsoft was 
busy developing new operating systems, and Amazon, primarily an 
e-commerce platform, experienced fluctuations in its stock prices.

However, today, these five companies collectively reign as the ‘Big 
Five’ that dominate not only the tech industry but also global commerce, 
setting the pace for innovation and reshaping the way that we live, work, 
and connect to the world. The rapid pace of technological advancement 
becomes abundantly evident when we compare the modest examples 
from the 2000s with the bustling landscape of the present day. Technol-
ogy, it seems, is reshaping our lives at an unprecedented rate.

We originally conceived technology as a means to enhance our lives, 
but currently, it is continuously and profoundly altering our daily exis-
tence. Technology has seamlessly integrated itself into our everyday 
routines, and as a result, the demand for these advancements only con-
tinues to surge. We have become heavily reliant on technology, with 
nearly all individuals across the globe now having access to essential 
devices such as smartphones, laptops, and other gadgets because of 
their growing affordability. Remarkably, these devices are no longer 
confined to a specific age group; they are understood and embraced by 
individuals spanning from toddlers to the elderly.
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As our smartphones and other devices accompany us constantly, we 
inadvertently expose ourselves to potential tracking, given the sensi-
tive data that we transmit across various online platforms. The ever-
advancing technology landscape brings with it not only convenience 
in our daily tasks but also heightened security concerns. Threat actors 
with various motivations seek to exploit these digital systems for their 
personal gain. Startling cybersecurity statistics reveal that an average 
of 2,200 cyberattacks occur every day, with a cyberattack transpiring 
every 39 seconds. This alarming frequency places users at consider-
able risk of exploitation.

Among the numerous forms of cyberattacks, social engineering 
stands out as a prevalent threat. It is the most straightforward method 
for attackers to gain control over a system, as it requires minimal time 
and technical expertise. The repercussions of a successful social engi-
neering attack can be devastating, impacting both individuals and 
organizations. Consequently, there is a pressing need for widespread 
education on this topic to equip people with the knowledge and aware-
ness necessary to protect themselves and their digital environments 
from such threats.

Social engineering is a deceptive and manipulative approach 
employed by individuals or groups to exploit human psychology and 
behavior, with the aim of gaining unauthorized access to information, 
systems, or physical spaces. Unlike conventional cyberattacks that 
target technical vulnerabilities, social engineering attacks focus on 
exploiting the human factor by capitalizing on our inherent tendencies 
to trust and assist others.

At its core, social engineering is an art of deception. Attackers 
employ a wide array of psychological tactics and persuasive tech-
niques to manipulate their targets into divulging sensitive information, 
executing specific actions, or making decisions that ultimately serve 
the attacker’s interests. These tactics frequently involve impersonation, 
emotional manipulation, and the exploitation of trust, authority, or fear.

Social engineering attacks manifest in various forms, including pre-
texting, phishing, baiting, tailgating, and impersonation, each with its 
own distinctive approach and objectives. Although the methods may 
differ, they all share the common thread of targeting human vulner-
abilities. In the realm of cybersecurity, understanding social engi-
neering is of paramount importance, as it poses a significant threat to 
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individuals, organizations, and even entire nations. Regardless of the 
robustness of an organization’s technical defenses, a single successful 
social engineering attack can circumvent these defenses and lead to 
dire consequences such as data breaches, financial losses, and reputa-
tional damage.

To safeguard against social engineering, it is imperative to recognize 
the tactics employed by attackers, foster awareness, and implement 
comprehensive security measures that encompass both technology 
and human behavior. This chapter delves deeper into the various tech-
niques used in social engineering, explores their historical context, and 
underscores the critical role of education and preparedness in mitigat-
ing these pervasive threats.

This chapter covers the basics of social engineering attacks and pro-
vides a deep understanding of the deployment of an attack. Some of 
the most prominent and devastating attacks are covered as case studies 
in the later part of this book.

1.5 Conclusion

Social engineering stands as a formidable and ever-evolving threat in 
the realm of cybersecurity. This deceptive and manipulative approach 
exploits human psychology and behavior to gain unauthorized access 
to information, systems, or physical spaces. As we have explored 
throughout this overview, social engineering attacks take various 
forms, from pretexting and phishing to baiting and impersonation, all 
with the common goal of exploiting human vulnerabilities.

As cybercriminals continue to adapt and innovate, it is essential for 
individuals and organizations to remain vigilant, educate themselves 
on the latest tactics, and implement robust security measures to pro-
tect against social engineering attacks. Security awareness, strong 
authentication, regular updates, and a culture of verification are essen-
tial components of an effective defense strategy in this ongoing battle 
against social engineering.
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SocIal EngInEErIng
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2.1 Introduction

The internet is a boon to modern-day society, with almost every aspect 
of our daily lives revolving around it. Our lives are becoming increas-
ingly intertwined with technology, and the backbone of this techno-
logical integration is the internet. We use social media platforms such 
as Facebook/Meta, Instagram, Snapchat, WhatsApp, and more to con-
nect with friends and family. Our legal documents are now digitized, 
and institutions and workplaces track our attendance digitally. We also 
frequently share our locations with various apps, which results in our 
entire online presence and to some extent, our offline presence, being 
traceable.

Social engineering attacks are classified into two broad categories [1]:

• Individual attacks; and
• Organizational attacks.

An individual can be identified by two types of information, namely, 
personally identifiable information (PII) [2, 3] and sensitive personally 
identifiable information (SPII) [4]. PII consists of personal information 
that can be used to identify a person. SPII is a subset of PII; it includes 
information that, if leaked, could pose a threat to the reputation and 
image of that person. On an organizational scale, there may be certain 
details that, if disclosed, could cause harm not only to the company but 
also to the individuals who work for it or use its services.

Perhaps the most important question on your mind is, ‘How do 
these threat actors acquire this information?’ Threat actors typically 
obtain sensitive information through five major phases [5]. Phase 1 is 
reconnaissance, where the social engineer approaches the target by 
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impersonating someone. Phase 2 involves building trust with the vic-
tim and convincing the victim that the social engineer is the person 
they claim to be. Phase 3 is the attack phase during which the social 
engineer extracts the necessary information. In Phase 4, they either 
depart with the collected information or use it to launch attacks on 
more individuals or organizations.

The chapter is structed as follows: section 2 explains the literature; 
section 3 follows with a detailed methodology; the discussion and 
results are depicted in section 4; and finally, the conclusion is drawn 
in section 5.

2.2 Related Work

In social engineering attacks, the threat actor typically targets the 
‘weaker person,’ not in terms of having a weak password but in 
terms of having a vulnerable psychology or a weaker mindset [6]. 
The attacker can employ different phases of attacks to gain access 
to the desired data, but social engineering operates on the premise 
that the attacker must first gain the trust of the victim. This can 
be achieved by pretending to be someone close to the victim or by 
establishing a connection with the victim under a pseudonym. Phase 
1 is the research phase, during which the threat actor gathers infor-
mation about the victim. This can be accomplished through methods 
such as dumpster diving, targeting websites, physically interacting 
with the victim’s friends and family, or accessing publicly available 
documents [7].

Phase 2 is the planning phase during which the attacker care-
fully and meticulously plans the mode and method of attack on the 
victim. The attacker may plan a single attack or multiple attacks, 
either to gather more information, such as that shown in Figure 2.1, 
about the person for more precise targeting or simply to acquire the 
desired information. This process continues until the attacker can 
formulate a sufficiently effective plan to execute the attack on the 
victim.

In Phase 3, the attacker’s primary focus is to gain the trust of the 
victim. The attacker attempts to engage the victim in casual conversa-
tion [8]. Throughout this phase, a skilled social engineer will strive to 
maintain an air of innocence in the conversation. This phase demands 
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a great deal of patience, as any misstep could arouse suspicion and 
jeopardize the entire operation. The threat actor proceeds to gather 
information by either asking for assistance with minor tasks or offer-
ing to help with them [9].

After gaining the trust of the victim, Phase 4 involves exploiting this 
newly established trust. The information that the victim has provided 
can now be used to gain access to the victim’s PII and SPII [10].

Social engineering can be achieved through various methods, 
including spear phishing, website attacks, shoulder surfing, water hol-
ing, dumpster diving, baiting, and more [11]. These methods can be 
executed through different channels, such as email, messaging plat-
forms, cloud services, social media, or physical means. Among these 
methods, one of the most common is the phishing attack.

In Phase 4, the attacker aims to operate with the utmost caution and 
precision, as they do not want to expose their identity and risk getting 
caught. The final phase of a social engineering attack is Phase 5, the 
cleanup or cover-up phase. At this point, the attacker seeks to van-
ish with the information that they have obtained and to leave no trace 
of their presence. They may achieve this either by carefully planning 
their escape and erasing any evidence or by diverting suspicion onto 
someone else.

Figure 2.1 Information gathering process.
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2.3 Methodology

In this section, the detailed methodology is explained with schematic 
diagrams and deep insight of the phases.

Social engineering, despite its various methods of attack and 
exploitation, generally follows a straightforward process [12, 13]. Ini-
tially, the attacker selects a target, typically someone who is vulnera-
ble and easily manipulated. It is often said that ‘a person with a weak 
mind is easy prey for a social engineering attack.’ Once a victim is 
chosen, the attacker utilizes various social networking sites (SNSs) to 
gather information and understand the victim’s vulnerabilities. With 
this information in hand, the attacker proceeds to plan the attack 
by employing various socio-psychological techniques to manipulate 
the victim. The attacker then uses these SNSs to contact the victim 
while assuming a suitable persona to gain the victim’s trust. When 
the opportune moment arises, the attacker tactfully executes the 
attack by using the skills and information acquired during this pro-
cess. These methods can be loosely categorized into five phases as 
shown in Figure 2.2.

Figure 2.2 Different phases of attacks.
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2.3.1 Reconnaissance

Phase 1 is the information-gathering phase, and it stands as one of the 
most critical stages in the entire process. Inadequate information can 
lead to errors during the attack, potentially resulting in the attacker 
being caught or their cover being blown. This risk puts all the time and 
effort invested in the operation in jeopardy.

Chris Hadnagy, the founder of social-engineer.com, emphasizes 
that information gathering is the most critical aspect of any engage-
ment. He recommends dedicating more than 50 percent of the time to 
information gathering, as quality information, including valid names, 
emails, and phone numbers, significantly enhances the chances of a 
successful engagement. Moreover, during the information-gathering 
phase, serious security flaws can often be uncovered without the need 
for additional testing, which can then confirm these vulnerabilities.

Dave Kennedy, the author of ‘The Social-Engineer Toolkit,’ echoes 
this sentiment by emphasizing the importance of understanding the 
target company for penetration and testing and crafting the attack 
accordingly. This involves studying how the company and its subsid-
iaries operate and identifying the path of least resistance. Browsing 
through the company’s website and exploring LinkedIn profiles are 
valuable methods for gaining insights into the company and its organi-
zational structure. Additionally, extracting metadata from PDFs, Word 
documents, Excel spreadsheets, and other files found on the website 
can reveal information about the software versions and operating sys-
tems used by the company.

The information collected during this phase often falls under the 
category of PII. These data are readily available online and can be eas-
ily accessed by anyone. For companies and organizations, this infor-
mation might include details such as the company’s history, founder, 
employment history, and current management team. The attacker can 
leverage these data to identify vulnerabilities by researching the back-
grounds of different employees, understanding their positions, and 
assessing their mental composure. This enables the attacker to care-
fully select their targets or the point of entry into the organization they 
intend to attack.

When an attacker targets an individual, they may delve into the per-
son’s email address, parents’ names, school, close friends and family 
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members, date of birth, bank details, address, and more. The impor-
tance of such information lies in the fact that many individuals use 
simple passwords related to personal details that they are familiar with, 
and they often fail to update their passwords regularly. Consequently, 
this makes it easier for attackers to crack the victim’s password.

To achieve social engineering, the attacker may employ various 
techniques. When attacking from the user’s side, the attacker can 
engage in shoulder surfing by using their observation skills to gain 
access to the authorization key. Social manipulation is another tactic, 
where the attacker manipulates the user into sharing their password or 
key. Alternatively, the attacker may infect the victim’s computer with 
malware and keyloggers to stealthily capture the key right under the 
victim’s nose.

Alternatively, if the attacker attempts to attack from the server side, 
then they must resort to guessing attacks. In this scenario, the attacker 
tries to guess the authentication key for multiple people.

Now that we understand how these attacks can occur, we can take 
appropriate measures to prevent them. Many websites have imple-
mented measures to thwart guessing attacks effectively. To prevent 
shoulder surfing, individuals should avoid entering their password in 
public spaces and ensure that they do so in private to maintain secrecy. 
Furthermore, it is important to exercise caution when plugging in any 
thumb drives or cables, as attackers might conceal secret keyloggers 
in these devices.

Preventing server-side guessing attacks can involve the use of 
CAPTCHA or one-time password (OTP) systems. However, notably, 
advanced brute force attacks and dictionary attacks have been devel-
oped, which can potentially bypass even our most robust prevention 
systems [14].

One attack that a social engineer may employ is pretexting. In this 
method, the attacker manipulates the situation to convince the victim 
to disclose information they should not reveal. Pretexting exploits the 
lack of reliable identification techniques in voice channels or SNSs [8].

Such strategies used by the attacker are the following [15]:

• The Distraction Principle works on the idea that when people 
are distracted by something that intrigues them, they will not 
notice the things happening around them.
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• The Social Compliance Principle functions on the theory that 
people do not question authority.

• The Herd Principle is when people do something because they 
saw other people do it.

• The Dishonest Principle is that if a person is being dishonest, 
then this makes them vulnerable.

• The Kindness Principle is that people are fundamentally nice 
and choose to help others.

• The Need and Greed Principle is that a person’s needs and 
greed make the person vulnerable.

• The Time Principle works on the assumption that when people 
are under time pressure, they make different choices than if 
they think things out rationally.

2.3.2 Planning

After gathering information, the next critical phase is the planning 
phase. This phase is crucial because it outlines the steps that the 
attacker can take to compromise the victim. The attacker must formu-
late multiple plans to account for both best-case and worst-case sce-
narios. The planning phase becomes more straightforward with more 
information about the victim, as it presents the attacker with multiple 
vulnerabilities to exploit. Consequently, the attacker can employ vari-
ous attacks to target the victim, such as the aforementioned phishing 
attacks or shoulder surfing. Furthermore, they may use other attacks 
such as the following:

Tailgating attacks: Tailgating attacks involve an attacker follow-
ing a victim who has access to places that the attacker does not 
have access to. In this scenario, the attacker tailgates the vic-
tim, who possesses a certain level of clearance. The attacker 
employs manipulation by suggesting that the victim hold the 
door open because they have forgotten their access card.

Phishing: Phishing is one of the most common social engineering 
attacks in which attackers obtain the victim’s information by 
sending fraudulent emails or making phone calls. An example 
of this is when the attacker calls the victim and claims that 
their credit or debit card has been blocked, and to unblock it, 
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they need to answer certain questions. Through these ques-
tions, the attacker aims to acquire the victim’s SPII.

Reverse attacks: Reverse attacks involve the attacker pretending 
to solve a network problem that the victim has been facing. 
This attack comprises three steps. First, the attacker causes the 
problem; second, they advertise themselves as the only person 
who can resolve it; and third, they solve the problem. While 
addressing the aforementioned issue, the attacker discreetly 
acquires the required information and then departs without 
leaving a trace.

Trojan horse: Another type of social engineering attack is the Tro-
jan horse. Like the Trojan War story, in this attack, the attacker 
sends an email to the victim. Once the victim opens the email, 
a malicious attachment is downloaded. After installing itself 
on the victim’s computer, the Trojan executes its code and can 
either slow down the computer or steal information. Trojans 
can spread to multiple computers through various means, 
including pop-up ads, emails, websites, or links.

One tool in the social engineer’s toolkit is quid pro quo. This attack 
revolves around the fact that a gullible person would choose to reveal sen-
sitive information if they were to gain some service/incentive from it [16].

2.3.3 Building Trust

After planning how to attack the victim, the attacker is now faced with 
the task of positioning themselves so that if an attack were to occur on 
the victim, then no suspicion would fall on them. This can be accom-
plished by the attacker building trust in the victim. This entire phase 
focuses on the victim trusting the attacker.

This phase is crucial in a social engineering attack for two main rea-
sons. Firstly, when a person falls prey to the attacker’s manipulation, 
they become an easy target and can be manipulated to a significant 
extent before realizing their mistake. Such individuals are precisely 
who social engineering attackers seek out. In general, people tend to 
have a ‘Lie Detector Bias,’ which is an inherent bias in most humans 
that makes them believe that most people are telling the truth. This 
bias can cloud people’s judgment when they are being scammed.
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Additionally, when people are asked to identify those who are lying 
or using deception, they often assume that they are skilled at this and 
can easily spot liars. Ironically, research shows the opposite to be true. 
Secondly, if the attacker gets caught in the process of snooping around, 
fails to obtain the desired information, or leaves behind traces of their 
activities, then they can use the trust they have built as leverage to 
divert the victim’s suspicion away from them.

Furthermore, the process of deception is a lengthy one. Building 
trust takes time, but breaking it takes even longer. Therefore, this pro-
cess requires considerable patience. At times, the wait can be even lon-
ger because the attacker may not be able to directly contact the victim 
immediately; they may have to establish contact through an interme-
diary, such as a friend or family member. This adds additional wait-
ing time. Despite having multiple methods of attack or manipulation, 
patience is the most crucial tool in a social engineer’s toolbox. The 
attacker may employ additional socio-psychological manipulation to 
deceive the victim and coax them into directly providing information. 
How do they do this? The attacker assumes a specific role, namely, that 
of a friend or family member, and once the victim develops a sense of 
safety, they may feel comfortable disclosing some secrets.

During this phase, the attacker appeals to the victims’ trust and will-
ingness to help. The attacker manipulates these basic human behaviors 
in a manner that goes beyond the imagination.

2.3.4 Exploitation

As the title suggests, the attacker now leverages all the information 
gathered in Phase 1, the reconnaissance phase, and the planning com-
pleted in Phase 2 while utilizing the trust acquired in Phase 3 to exe-
cute this attack. For this purpose, the attacker uses the toolbox [17] 
they have acquired over the years of practicing social engineering. 
Success in this phase is entirely dependent on all previous phases. 
When the previous phases have gone well, exploitation can be executed 
more effectively.

Social engineering has two types:

• Human attacks; and
• Automated attacks.
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Human-caused attacks are social engineering attacks carried out by 
humans. For example, when impersonating an employee, the attacker 
assumes the role of a superior and utilizes self-assumed authoritative 
powers to command and manipulate the victim. Another scenario 
occurs in the workplace when the attacker pretends to be an important 
client to gain access to managers.

Automated social engineering attacks are attacks carried out by 
computers. One of the major vulnerabilities that an attacker may 
exploit is the privacy settings of a group or individual. Many people 
tend to keep default or weaker settings because they are often unaware 
of changes and updates made to the security and privacy features of 
the tools they use. The issue here is that attackers are quick to identify 
vulnerabilities, and they exploit them even faster. To address this, both 
individuals and companies should be educated about changes in secu-
rity measures. Additionally, service providers play a role in prevention 
by continuously providing security updates as soon as a patch for a 
vulnerability is discovered.

Another vulnerability is when people freely trust random individu-
als on the internet. This so-called ‘friendship’ may not actually be 
genuine. If this ‘friend’ turns out to be an attacker, then this falls under 
the building trust phase. Moreover, social engineers can use external 
tools to spam SNSs to receive more friendship invitations.

A further vulnerability is the improper handling of content. The 
internet is flooded with various types of content, including short-form 
content (such as TikTok, Instagram Reels, and YouTube Shorts), long-
form content (such as YouTube videos, TV shows, and movies), blogs, 
photos, notes, or tags. This content can be shared by forwarding a link 
to the post. When sent by a social engineer with malicious intent, this 
content may contain an embedded link that leads to an executable file 
that tricks the victim into downloading it. Additionally, the attacker 
may simply use the content to manipulate the user or deceive them into 
revealing certain information.

2.3.5 Exit/Escape

After the completion of the exploitation phase, the next step is the exit 
phase. This phase involves the least manipulation of all. The most 
that the attacker might say to deceive the victim one more time is that 
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they are moving somewhere else while maintaining their persona as 
a friend of the victim. Alternatively, they can simply cut off contact 
with the victim and disappear. However, the timing of the disappear-
ance may come under scrutiny when the victim realizes that they were 
attacked. Nevertheless, with proper cover and thorough track-covering, 
the attacker can easily escape. It is imperative that the attacker covers 
their tracks and leaves no trace of themselves behind.

2.4 Discussion

Now that we have understood the various phases of a social engineer-
ing attack, we can assume the path that a threat actor is planning to 
take. Therefore, we can make necessary changes to our security poli-
cies and defend ourselves from such malicious attacks. One way to 
defend ourselves from an attack is by accepting the help of machine 
learning and artificial intelligence [12, 18]. We can use neural lan-
guage processing (NLP) to identify certain phrases and sentence pat-
terns [19, 20] that lead to a social engineering attack and caution the 
user beforehand. This method is effective in identifying phishing and 
spear-phishing attacks but is quite ineffective in identifying the threat 
actor in SNSs. For SNSs, educating people about social engineering 
attacks (e.g., not talking to strangers, frequently updating software) is 
one of the best ways to mitigate the risk of a social engineering attack. 

Figure 2.3 Active social media users’ comparison.
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Figure 2.3 shows a comparison of active social media users in Face-
book and Twitter applications.

The number of malicious users found on social media is shown in 
Figure 2.4. This graph describes the percentage of malicious users 
decreasing on social media networks.

2.5 Conclusion

Social engineering is a vast and expansive topic. Attackers can employ 
many different methods to gather information about individuals and a 
variety of different ways to carry out attacks. The primary reason for 
studying the phases of social engineering is to understand the mindset 
and methodologies of attackers at each stage, which enables us to better 
predict their actions. This, in turn, allows us to efficiently deal with the 
threats that they pose. By thwarting their attempts to steal our informa-
tion, we can prevent their attacks and even catch them in the act.

Social engineering exploits human vulnerabilities, and with tech-
nology advancing rapidly, the threat to personal information is ever-
present. Therefore, it is crucial to educate individuals who are not 
technologically proficient. People need to be informed about the ongo-
ing social engineering attacks in today’s world and how victims could 
have prevented these situations. In this way, individuals become aware 
of the threats they face and may have a plan of action ready for such 
situations.

Figure 2.4 Number of malicious users on social media.
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Despite our best efforts, threat actors may sometimes breach our 
defense and cause significant damage. However, our goal should 
always be to prevent these incidents from occurring.
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3.1 Introduction

The threat landscape has expanded to include many risks in our con-
temporary interconnected society, where technology permeates every 
aspect of our lives. Social engineering assaults, which exploit human 
psychology rather than technological flaws, are among the most perni-
cious threats [1]. Social engineering attacks trick people into disclos-
ing sensitive information, providing unauthorized access, or engaging 
in actions that compromise security. This chapter investigates social 
engineering assaults by examining their dangers, vulnerabilities, and 
potential remedies.

In a rapidly changing digital landscape where technology plays a 
pivotal role in various aspects of our lives, cybersecurity has become 
a top priority. Both organizations and individuals are encountering an 
escalating array of cyber threats, with social engineering attacks prov-
ing particularly perilous and detrimental. Social engineering attacks 
manipulate the human psyche rather than exploiting technical vulner-
abilities, which render them a persistent and formidable threat.

Social engineering is a form of cyberattack that leverages human 
psychology and behavioral tendencies to manipulate individuals into 
performing actions that compromise security [2]. These attacks exploit 
the inherent human tendency to trust and engage with others and use 
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this trust for malicious purposes. Unlike other cyberattacks that target 
technical vulnerabilities, social engineering focuses on manipulating 
the ‘human element’ in the security chain [3]. It encompasses a wide 
range of tactics, including deception, pretense, seduction, tailing, and 
mimicry, among many others.

In our interconnected and digitalized world, the increasing reli-
ance on technology not only revolutionizes the way that we live and 
work but also creates a new set of vulnerabilities that malicious 
actors seek to exploit. Among these vulnerabilities, the human ele-
ment emerges as a primary target, serving as a gateway through 
which cyber adversaries manipulate individuals to breach security 
defenses [4]. This phenomenon, known as social engineering, has 
evolved into a complex and formidable threat that challenges conven-
tional notions of cybersecurity. This chapter delves into the intricate 
field of social engineering, explores its various forms, strategies, and 
implications while underscoring the urgent need for comprehensive 
countermeasures.

As technology continues to advance rapidly, so do cyber threats, 
which often leverage innovations that improve our lives. Although 
technical vulnerabilities are largely reinforced through security 
patches and protocols, human vulnerabilities remain an elusive aspect 
in the cybersecurity landscape. Social engineering exploits these 
vulnerabilities by taking advantage of psychological, emotional, and 
social triggers to manipulate individuals into committing security 
breaches [5].

Phishing is an umbrella term that covers a wide range of tactics for 
manipulating human behavior to facilitate cyberattacks [6–8]. Unlike 
traditional cyber threats that exploit technical vulnerabilities, social 
engineering attacks target the human psyche by exploiting trust, curi-
osity, fear, and empathy. Attackers use psychological manipulation and 
deception to trick individuals into revealing sensitive data, perform-
ing unauthorized actions, or unknowingly facilitating breaches. The 
sophistication of these attacks often blurs the line between fact and 
deception, making them a persistent and confusing challenge.

The chapter is structured as follows: section 2 elaborates on social 
engineering and its role in cyber-theft; section 3 explains the vulner-
abilities; section 4 depicts the risks and challenges of social engineer-
ing attacks; and section 5 draws the conclusions.
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3.2 Social Engineering and Its Role in Cyber-Theft

In an era where technology is seamlessly integrated into our daily 
lives, the risk of cyber-theft has grown exponentially. Although we 
often think of cyber threats as sophisticated pieces of malware or 
cunning hackers exploiting technical vulnerabilities, there is a more 
insidious and devious form of cybercrime that does not rely on code or 
advanced hacking skills—it is called social engineering [9].

Social engineering is the art of manipulating people into revealing 
confidential information or performing actions that compromise secu-
rity [5]. It preys on the inherent trust and natural instincts of individu-
als. Instead of attacking computer systems directly, social engineers 
exploit the weakest link in the cybersecurity chain: human psychology.

3.2.1 The Role of Social Engineering in Cyber-Theft

 1. Manipulation through Deception: Social engineers are 
adept at deception. They can impersonate trusted entities, such 
as colleagues, IT support, or even friends and family, to gain 
your trust. Once trust is established, they coax individuals into 
divulging sensitive information, for example, passwords or 
financial details [10].

 2. Phishing: One of the most common social engineering tac-
tics is phishing [10]. Cybercriminals send fraudulent emails or 
messages that appear to be from legitimate sources to entice 
recipients to click on malicious links or download malware. 
This can lead to identity theft, financial loss, or unauthorized 
access to systems.

 3. Pretexting: Pretexting involves creating a fabricated sce-
nario to obtain information. For example, a scammer might 
pose as a bank representative and call an unsuspecting victim 
while claiming to need account details for a supposed security 
check. Falling for this ruse can lead to unauthorized access to 
bank accounts or personal information.

 4. Baiting: In baiting attacks, malicious actors offer something 
enticing, such as free software or media downloads, to lure 
individuals into downloading malware [11]. Once computers 
are infected, cybercriminals can access sensitive data or hold 
it hostage for a ransom.
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 5. Impersonation: Impersonation is when attackers masquerade 
as someone who the victim knows and trusts [12]. This could 
involve creating a fake social media profile or email account 
to deceive individuals into revealing personal information or 
clicking on malicious links.

3.3 Vulnerabilities

Social engineering attacks are sophisticated techniques that exploit 
human psychology and behavior to defeat security measures. These 
attacks exploit a variety of vulnerabilities deeply rooted in human 
nature to manipulate emotions, cognitive biases, and social norms to 
achieve social engineers’ malicious goals. Understanding these vul-
nerabilities is critical for developing effective countermeasures and 
strengthening the human element against such fraudulent tactics [13].

Trust and Authority

One of the most basic vulnerabilities that social engineering attacks 
exploit is the innate human tendency to trust authority figures and 
established institutions. Attackers often pose as authority figures such 
as supervisors, IT staff, or law enforcement officers to trick victims 
into complying with their demands [14, 15]. Awareness of authority 
blinds victims to possible deception and makes them more likely to 
divulge sensitive information or take actions they would not normally 
take. This vulnerability takes advantage of social conditioning to obey 
orders from those in power.

Curiosity and Novelty

Curiosity is another aspect of human psychology that social engineers 
manipulate [13]. The lure of the unknown and our natural curiosity 
drive people to explore links, downloads, or news that they find novel 
and interesting. Attackers can exploit this curiosity by embedding 
malicious content in tempting messages or emails and trick victims 
into clicking links or opening attachments, which can lead to malware 
downloads. This vulnerability originates from our quest for novelty 
and new experiences.
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Fear and Urgency

Fear is a powerful emotion that defeats rational judgment, and social 
engineers are well aware of this vulnerability. By creating scenarios 
that evoke fear and urgency, attackers persuade individuals to act 
rashly and often evade security protocols. Urgent demands such as 
password changes, financial transactions, disclosure of confidential 
information, etc. entice victims to ignore standard procedures. This 
vulnerability stems from the instinctive human fight-or-flight response 
and the desire to quickly avoid perceived threats.

Reciprocity and Usefulness

The social norm of reciprocity, namely, the tendency to return one 
favor for another, is another vulnerability that social engineers exploit. 
By offering assistance or promising benefits, attackers encourage vic-
tims to provide sensitive information or perform requested actions in 
return. Our innate human desire to be helpful and cooperative often 
leads us to submit to situations without fully evaluating them, leaving 
us vulnerable to such manipulation.

Overconfidence and the Illusion of Control

Many people believe that phishing and fraudulent activity can be eas-
ily spotted. This overconfidence, combined with the illusion of control, 
create vulnerabilities that social engineers exploit. Attackers design 
elaborate scenarios that make victims feel in control to trick them into 
underestimating risks and ignoring warning signs. Believing that they 
will not fall prey to such tactics makes individuals blind to manipula-
tion and more vulnerable to such attacks.

Lack of Security Awareness

Perhaps one of the greatest vulnerabilities that social engineers exploit 
is the lack of security awareness among individuals. Many people are 
unaware of the different forms of social engineering attacks and the 
tactics used by attackers [16]. This lack of knowledge makes it easier 
for attackers to craft compelling scenarios that are difficult for victims 
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to distinguish from legitimate communications. By exploiting this vul-
nerability, social engineers can easily bypass the skepticism and cau-
tion that accompanies informed perception.

Personal and Emotional Ties

Attackers often gather personal information about their targets from 
social media and other sources and use this information to create emo-
tional ties that can be used for manipulation. By including personal 
information in communications, attackers create a sense of familiar-
ity and trust, which makes victims more likely to comply with their 
demands. This vulnerability originates from the human need for social 
connection and the desire to actively engage with people who we per-
ceive as familiar or relatable.

3.3.1 Risks and Challenges

In this section, various risks faced due to social engineering attacks 
are discussed, and the mitigation techniques to overcome these chal-
lenges are explained.

In the digital age, where technology has penetrated every aspect 
of our lives, the importance of cybersecurity cannot be overstated. 
Cybersecurity risks have evolved significantly over the years, pos-
ing new challenges to individuals, businesses, and governments. This 
section explores the multifaceted context of cybersecurity risks by 
delving deeper into their historical context, current status, and future 
prospects. With a growing reliance on technology, understanding these 
risks is paramount to protecting our digital world.

Historical Perspective

To understand the complexity of modern cybersecurity risks, it is 
essential to trace their evolution from the beginning of computers to 
the present day.

The Emergence of Cyber Threats

The concept of cybersecurity risk dates to the 1960s, when the first 
computer viruses were created on a trial basis. However, it was not 
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until the 1980s that cyber threats began to gain popularity. For exam-
ple, the Morris worm of 1988 was one of the first cases of malware that 
caused major damage and highlighted the vulnerability of connected 
computer systems.

Internet Revolution

The 1990s were marked by the rapid expansion of the internet, 
which fundamentally changed the threat landscape [17]. With the 
advent of the World Wide Web, cybercriminals now have access 
to new capabilities to conduct attacks. Phishing attacks, denial of 
service (DoS) attacks, and malware distribution have become more 
common.

New Millennium

The Increase in Cybercrime

The 21st century has ushered in a new era of cyber threats. As tech-
nology advances, so does the sophistication of cybercriminals. Seri-
ous breaches, such as the data breach at TJX Companies in 2007 and 
at Target in 2013, demonstrate the dire consequences of inadequate 
cybersecurity measures.

3.4 Current Cybersecurity Risks

In today’s connected world, cybersecurity risks are becoming more 
complex and pervasive. A number of significant threats and challenges 
dominate the current landscape.

1. Malware and Ransomware

Malware is still a significant concern. Cybercriminals are devel-
oping increasingly sophisticated malware variants that can evade 
traditional antivirus tools. Ransomware attacks, in which data is 
encrypted and held hostage until a ransom is paid, have increased 
in recent years, targeting individuals, businesses, and critical infra-
structure [18].
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2. Scams and Social Engineering

Phishing attacks have evolved from simple email phishing to highly 
persuasive targeted campaigns. Cybercriminals use social phishing 
techniques to manipulate individuals into revealing sensitive informa-
tion, which makes this one of the most common threats.

3. Insider Threats

Insider threats involve trusted employees or individuals that intention-
ally or unintentionally compromise security. These threats pose a par-
ticular challenge because they frequently disrupt traditional perimeter 
defenses. Insider threats can stem from negligence, dissatisfaction, or 
malicious intent.

4. Supply Chain Vulnerability

In an increasingly interconnected global economy, supply chains are 
vulnerable to cyberattacks. Hackers target vendors to gain access to 
larger organizations’ networks, which compromises the integrity and 
security of products and services.

5. Vulnerabilities of the Internet of Things (IoT)

The proliferation of IoT devices creates new vulnerabilities. Inad-
equate security measures on smart devices can be exploited by cyber-
criminals to gain access to the network, infringing on user privacy and 
data. State-sponsored cyberattacks have increased, with governments 
using cyber espionage and cyberwarfare as tools of political influence. 
These attacks can have far-reaching consequences, affecting national 
security and international relations.

Table 3.1 provides a structured overview of the key aspects related 
to cybersecurity risks, vulnerabilities, and effective countermeasures 
aimed at preventing social engineering attacks. Social engineering 
attacks are a significant threat in the world of cybersecurity, and they 
often exploit human psychology and trust to breach systems, steal sen-
sitive data, or gain unauthorized access.
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3.4.1 Cybersecurity Challenges

Addressing cybersecurity risks is not without challenges as the threat 
landscape continues to evolve rapidly.

Lack of Cybersecurity Skills

There is a significant shortage of cybersecurity professionals around 
the world. The demand for qualified professionals far exceeds the tal-
ent pool available, which makes it difficult for organizations to ade-
quately defend against cyber threats.

Rapid Technological Progress

The rapid pace of technological innovation poses a challenge to cyber-
security. When new technologies emerge, they often come with unfore-
seen vulnerabilities that cybercriminals can exploit.

Table 3.1 Cybersecurity Risks, Vulnerabilities, and Countermeasures

CATEGORY DESCRIPTION EXAMPLES COUNTERMEASURES

Social 
engineering

Manipulating human 
psychology to deceive

Phishing emails, 
pretexting, 
impersonation

Employee Training: Educate 
staff about social engineering 
tactics. Email Filtering: 
Implement robust email 
filtering to catch phishing 
attempts.

Risks Unauthorized access Financial fraud
Vulnerabilities Lack of awareness Gullibility
Security Two-factor authentication Suspicious email 

reporting
Regular security awareness 

training
Malware Malicious software 

designed to infiltrate
Trojan horses, 

ransomware, 
spyware

Endpoint Security: Install 
antivirus and antimalware 
software. Software Updates: 
Keep all software up to date.

Phishing Fraudulent attempts to 
obtain sensitive 
information

Fake emails, 
websites, phone 
calls

Email Verification: Always verify 
requests for sensitive 
information. URL Inspection: 
Check website URLs before 
entering data.
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Compliance and Regulation

Navigating the legal landscape is a complex task for businesses. Com-
pliance with various cybersecurity standards and regulations is essen-
tial but can be costly and resource-intensive.

Insider Threats

Identifying and mitigating insider threats requires a delicate balance 
between security and employee privacy. Finding this balance while 
maintaining trust within the organization can be difficult.

3.4.2 Mitigating the Threat of Social Engineering

 1. Education and Awareness: The first line of defense against 
social engineering is education. Individuals and organizations 
must be aware of the various tactics employed by cybercrimi-
nals and learn to recognize red flags.

 2. Verify Requests: Always verify requests for sensitive infor-
mation, especially if they come via email, phone calls, or 
messages. Do not hesitate to double-check with the supposed 
sender by using official contact information.

 3. Use Strong Authentication: Implement strong and unique pass-
words, enable two-factor authentication, and regularly update 
software to protect against breaches.

 4. Security Training: Organizations should provide cybersecu-
rity training for employees to recognize and respond to social 
engineering attempts.

3.5 Conclusion

Social engineering plays a pivotal role in cyber-theft by exploit-
ing human psychology and trust. Understanding the tactics used by 
cybercriminals and taking preventive measures are crucial in defend-
ing against these attacks. Cybersecurity is not just about protecting 
systems and data; it is about safeguarding the human element in the 
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digital age. In the cybersecurity landscape, social engineering attacks 
are a persistent and evolving danger. Organizations and individuals 
can better defend themselves against such attacks by understanding 
the various attack pathways employed, psychological methods used, 
and vulnerabilities exploited. To combat social engineering effectively, 
individuals and organizations must utilize a multi-faceted approach. In 
this chapter, we present a comprehensive framework of countermea-
sures and best practices. Topics covered include engaging in user edu-
cation and training, implementing strong authentication mechanisms, 
creating a security-conscious culture, and using advanced technology 
solutions.
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4.1 Introduction

A packet sniffer is a technique for intercepting network packets or 
a type of spyware that hackers use to track individuals connected 
to a network. Although packet sniffing technologies are used by 
network administrators to monitor and verify network traffic, hack-
ers may employ similar tools for unethical objectives [1]. A WIFI 
adapter with monitor mode and packet sniffing capability is the 
most crucial item for packet sniffing [2]. It is recommended to use 
a guest operating system, such as Kali Linux, to carry out packet 
sniffing [3].

For packet sniffing, a person must be familiar not only with using 
terminals and sniffer tools such as Wireshark, Ettercap, Driftnet, etc. 
but also with network layer protocols. There are both ethical and uneth-
ical uses for packet sniffing. Network vulnerabilities, for instance, can 
be found by both monitoring network traffic and detecting network 
problems.

For unethical purposes, packet sniffing could allow the theft of sen-
sitive data, including login information, the list of websites visited, 
and the information accessed. A sniffer can be detected on a network 
by looking for unusual traffic patterns, a high rate of activity, and a 
network that is unprotected by firewalls or passwords and is located in 
public areas or by using a straightforward method such as building a 
Nmap sniffer script for a specific gateway.

https://doi.org/10.1201/9781003406716-4
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4.2 Objective

A packet sniffer’s basic function is to simply capture every data packet 
that passes through a specific network interface. Only required packets 
are captured by a packet sniffer. A malicious attacker can record and 
examine all network traffic by installing a packet sniffer in monitor 
mode on a network. The captured files are in the .Cap file type [4]. 
Moreover, Wireshark, Ettercap, and other sniffer programmers are 
utilized [5].

The objectives of the packet sniffer are as follows:

• Monitoring network traffic: The person can observe the traf-
fic in the network, the strength of the network, the bandwidth 
of the network, the channel in which the network is running, 
and the basic service set identifier (BSSID) of the network.

• Detecting unusual networks: The packet sniffer can detect 
unusual or malicious activity in the network by monitoring the 
network traffic and can alert the users [6].

• Retrieve the login credentials of users and the informa-
tion they are accessing in the browser: The person using 
the sniffer can retrieve the user’s name and password when 
the user is trying to login to the browser and can observe the 
visited browser and the information that the user is trying to 
access in the browser [7, 8].

• Problem identification on the network: As a packet sniffer 
can analyze the conversation between the network nodes and 
can identify problems by sending the packets and not getting 
a response from the nodes, this helps in identifying and cor-
recting problems in the network; a packet sniffer can therefore 
help in correcting these problems, and the reliability of the 
network can be improved [9].

Requirements Specification

Software Requirements Specification

Virtual Machine: Basically, every hack will be conducted by 
using virtual machines. Without fearing that you will destroy 
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your host operating system or its gadgets, you are free to test, 
hack, and damage the system to any extent. The host system 
will not be affected if your virtual machine is compromised, 
and your personal information will be safe [10].

Operating System (OS): Kali Linux is the OS used here because 
its user interface (UI) and environment make hacking easy. It 
also provides various sniffer tools such as Wireshark, Etter-
cap, driftnet, etc. [11]. Figure 4.1 shows the Kali Linux inter-
face used for the sniffing, which has various sniffer tools and 
different toolkit supports for hacking.

Wireshark: Wireshark is an application that captures packets 
from a network connection, such as one between your com-
puter and your home office or the internet.

Ettercap: Ettercap is an open-source tool that supports network 
man-in-the-middle attacks. Ettercap can write captured pack-
ets back onto the network. Data can virtually be diverted and 
changed in real time because of Ettercap.

Hardware Requirements Specification

Network Adapter: Since Kali Linux essentially forbids using the 
built-in or system WIFI for hacking, it is preferable to utilize 

Figure 4.1 The Kali Linux OS.
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a network adapter that supports the monitor mode for packet 
capturing [12, 13].

Personal Computer (PC) or Laptop: The user must have a PC 
or laptop with the processor configuration of i5 or above and 
hard disk space of 60 GB.

RAM: At least 2GB is needed for the smooth working of a vir-
tual machine.

Target Devices: These are the devices from which the packets 
are sniffed with the sniffer tools, and they must be connected 
to the network for sniffing.

Router or Modem: The sniffer is basically conducted by con-
necting to a network where there is greater traffic. Hence, a 
router or modems are preferred for sniffing.

4.3 Sniffing in a Wireless Network

Packet sniffers known as wireless sniffers were developed especially 
for gathering data via wireless networks. Other frequently used names 
for wireless sniffers are wireless packet sniffers and wireless network 
sniffers. Wireless packet sniffers are useful tools for managing wire-
less networks, but they are also frequently used by hostile actors due 
to their capabilities. Hackers can use wireless sniffer software to steal 
data, spy on network activity, and collect information for network 
attacks. Attackers frequently target logins with wireless sniffer tools 
(usernames and passwords). Wireless sniffing can be performed in 
monitor mode or promiscuous mode. A wireless sniffer can gather and 
read incoming data while operating in monitor mode without sending 
any data of its own. This makes a wireless sniffer attack in monitor 
mode very difficult to detect. A sniffer can read any data travelling 
into and out of a wireless access point when it is in promiscuous mode. 
However, a wireless sniffer operating in promiscuous mode actually 
transmits data over the network since it also sniffs outgoing traffic. 
As a result, promiscuous wireless sniffing attacks are easier to iden-
tify. Because promiscuous mode enables attackers to capture all types 
of data flowing through access points, it is more frequently used by 
attackers in sniffing attacks [14].
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4.4 Types of Sniffing Methods

4.4.1 Sniffing Can Be Done in Two Ways

Passive Sniffing: This type of sniffing often takes place at the 
hub. In contrast to active sniffing, a sniffer device can be 
instantaneously injected into the hub to simply capture data 
packets [9, 15, 16]. Currently, hubs are not often used; there-
fore, passive sniffing assaults are infrequently observed.

Active Sniffing: Switches, which are sophisticated bits of hard-
ware, are used in active sniffer attacks. Switches transfer data 
to the specific media access control (MAC) addresses of com-
puters on a network, as opposed to hubs, which send data to 
all ports even when this is not required. Address Resolution 
Protocols (ARPs) are frequently used in active sniffing attacks 
to overload the switch content addressable memory (CAM) 
table. The attacker can sniff the switch’s traffic because it is 
redirected to other ports [17].

IP-Based Sniffing: All leads are sniffed, limited to a certain 
Internet Protocol (IP) filter. The data packets are recorded 
for analysis and diagnosis. IP sniffers record network traffic 
and send the data in a format that can be read by humans 
for analysis. They can be used to examine a network’s cur-
rent state, find network vulnerabilities, and gauge network 
performance by network administrators and hackers of all 
types [18].

MAC-Based Sniffing: This method works by putting the net-
work card into monitor mode and sniffing all packets match-
ing the MAC address of the target device [18].

ARP-Based Sniffing: ARP poisoning, that is, ARP spoofing, is 
a typical method used by hackers to send fake ARP packets 
across networks in which they perform sniffing. The intention 
of the hacker is that every packet in the network should pass 
through sniffing device [19].

Password Sniffer: This method collects data from network traf-
fic to gather passwords. To obtain login passwords and other 
information, hackers target sessions. Without Secure Sockets 
Layer (SSL) protocol encryption to safeguard them, websites 
are open to assault and exploitation [20].
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Lan Sniffer: This kind of technology, which can inspect 
all IP addresses, is typically used in internal systems or 
networks.

Domain Name System (DNS) Poisoning: Another fraudulent 
technique in which hacker’s direct internet traffic to phishing 
websites is DNS poisoning, which is sometimes referred to 
as DNS cache poisoning or DNS spoofing. Businesses and 
individuals are equally in danger of DNS poisoning. One of 
the most serious problems with DNS poisoning is that, after 
a device has been infected, it may be impossible to fix the 
issue because the device may automatically go to the mali-
cious site [21].

4.5 Sniffing Uses

4.5.1 Ethical Uses

With numerous distinct types of packets going in, out, and between 
networked equipment, networks are incredibly complex. It is easy for 
things to go wrong because of this complexity. Network administrators 
have real-time access to information about what is happening in their 
networks because of packet sniffing technologies. These technologies 
help them monitor network traffic, check that everything is running 
smoothly, identify bottlenecks, and provide the information needed to 
solve issues or identify whether the systems are being attacked mali-
ciously. One of the most popular sniffing tools used for lawful pur-
poses is Wireshark [7].

4.5.2 Unethical Uses

We have discussed how network administrators can use packet sniff-
ing techniques to learn more about their networks, identify issues, 
and pinpoint dangers. What transpires, however, if a hostile attacker 
conducts their own packet sniffing on the network traffic of the orga-
nization? Packet sniffers can intercept and log a large number of pack-
ets that are sent across a network. This creates another weak spot, 
especially if confidential information is transmitted over the network 
in an unencrypted fashion. Any packet that crosses the network can 
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be intercepted by an intruder. They may have access to sensitive data 
about the business or the login credentials of the network users as a 
result [7].

4.6 Sniffing Procedure

Initial Step for Sniffing: In the OS used for sniffing, the hacker 
plugs in the network adapter, discovers the target’s IP address 
or MAC address on the network, then uses some sniffing tools 
to carry out a man in-the-middle attack or ARP poisoning, and 
captures the packet information.

Selecting the Target Devices: After setting up the sniffing envi-
ronment, the hacker must select the target device from which 
they are going to sniff packets. The targets are selected based 
on their IP addresses by connecting to the network.

ARP Poisoning: Hackers utilize spoofing attacks such as ARP 
poisoning and ARP spoofing to intercept data. An ARP spoof-
ing attack is when a hacker tricks a device into sending com-
munication to the hacker rather than the intended recipient, 
wherein the hacker acts as an intermediate [22].

Man-In-The-Middle (MITM) Attack: An MITM attack occurs 
when a perpetrator inserts himself into a dialogue between a 
user and an application, either to listen in on the conversation 
or to pretend to be one of the parties, to create the appearance 
that information is being shared on a regular basis [6, 23].

Use of Sniffer Tools: Sniffer tools such as Wireshark, Ettercap, 
etc. are widely available. Ettercap is used to choose targets, 
carry out ARP poisoning, and launch man-in-the-middle 
attacks. The victim can use Wireshark’s user-friendly graphical 
UI to capture packets, view source and destination addresses, 
track the sites that the user has visited, see the information 
they tried to access and the protocols used, and store the cap-
tured packets.

Figure 4.2 shows the diagram of an MITM attack where the hacker 
acts as an intermediate between PC1 and PC2 and breaks the actual 
connection between them. Figure 4.3 shows ARP poisoning between 
PC1 and PC2 in the upper diagram, while the lower diagram shows the 
normal traffic pattern between PC1 and PC2.
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Figure 4.2 An MITM attack.

Figure 4.3 ARP poisoning.
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4.7 Use of Sniffer Tools

4.7.1 Ettercap Sniffer Tool

The Ettercap sniffer tool is used in sniffing to add targets from the host 
list and to perform MITM attacks and ARP poisoning so that the sniff-
ing device acts as an intermediate or bridge between the router and the 
target so that all packets can be intercepted [24, 25].

After scanning for the host in the specific gateway, Figure 4.4 shows 
the table of selected targets on which the ARP poisoning and MITM 
attacks are performed.

The Ettercap interface in Figure 4.5 depicts the scanning of hosts 
for sniffing, MITM attacks, and ARP poisoning.

Figure 4.5 Ettercap interface.

Figure 4.4 Displaying the selected targets.
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4.8 Use of the Wireshark Sniffer Tool

The Wireshark sniffer utilities in Kali Linux feature an excellent UI 
and options for capturing and storing packets. With Wireshark, pack-
ets can also be filtered depending on the IP address of the desired 
device from the list of all packets [21].

The filtered packets on the target device are shown in Figure 4.6 along 
with their source, destination IP address, and protocol details over time. In 
addition, how the user accesses the data on the webpage or in the browser 
by applying the filter can be observed. The intended device’s UDP stream 
is displayed in Figure 4.7 which can be accessed via the browser [26].

Figure 4.6 Wireshark capturing IP address.

Figure 4.7 Displaying the User Datagram Protocol (UDP) stream 
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Figure 4.8 shows the Wireshark interface in Kali-Linux and the 
option to capture packets from the list of options including wlan0 
(wireless network) or eth0 (ethernet). The graph indicates the strength 
because the ups and downs can capture more packets and have good 
signal strength.

Sniffer Detection

There are many ways to detect sniffers in the network. The user can 
produce packets with erroneous addresses. It can be inferred that a 
machine (on the network) is running a sniffer if it accepts these pack-
ets. Another approach is that the machine’s MAC address can be tem-
porarily changed by the user. There should be no acceptance of packets 
sent to the machine’s previous address. If a packet is accepted, then this 
can identify sniffing. Software instruments such as Anti-Sniff can also 
be used to detect sniffers, and the remote detection of computers with 
sniff packets is made possible by Anti-Sniff. Network administrators 
and security experts can ascertain whether or not a remote machine is 
listening to all network traffic by running a number of non-intrusive 
tests with different methods.

By using anti-sniff software, ethernet/IP network segments where 
data are being voluntarily collected can be found.

Network Tools: Network analysis tools such as Capsa network ana-
lyzers are used to scan the network for unusual packets. They facilitate 

Figure 4.8 Wireshark interface.
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the gathering, aggregation, centralization, and analysis of traffic data 
from various network resources and technologies. By creating a script 
for a certain gateway. If the device’s name appears in the terminal, 
then the output must indicate that the device is either a sniffer or an 
attacker.

Nmap -sn—script = sniffer-detect gateway/24

The sniffer detection test on the gateway is shown in Figure 4.9. The 
test came back positive, and the sniffer was detected in the gateway, 
whose identity is highlighted [24, 27].

4.9 Promiscuous Detection Tool: PromqryUI

Another way to detect sniffing is by using the PromqryUI tool. 
Microsoft’s PromqryUI security tool can be used to identify net-
work interfaces that are operating in promiscuous mode. If there are 
no devices operating in promiscuous mode, then the outcome will 
be negative [28].

Figure 4.10 shows the results of the sniffer detection test on the gate-
way that displays the query status as negative, which means that the 
monitor or promiscuous mode is not detected. If the status was posi-
tive, then some devices are in the promiscuous mode.

Figure 4.9 Displaying the test result of an Nmap script for sniffer detection.
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4.9.1 Ping Method

To find a sniffer, find the system on the network that is operating in pro-
miscuous or monitor mode. The ping approach is helpful in identifying 
a system that operates in promiscuous mode, which helps identify if 
network sniffers have been installed. In this method, the ping request 
with the IP address of the target is sent but not the MAC address. 
Usually, the packet will be discarded as there is no match of the MAC 
address, but if a sniffer program is running on the network, then it will 
accept the packet. However, this method is not very reliable.

4.9.2 Internet Control Message Protocol (ICMP) Test

An ICMP request with an untrue MAC and the proper IP address is 
sent to the computer under investigation as a sniffer detection tech-
nique. Again, the tested host may identify itself by responding to the 
ping, and the sniffer will be detected if it has an interface in promiscu-
ous mode or monitor mode.

4.9.3 Forged MAC Address Test

A simple and easy method to detect a sniffer on a network is that on 
a normal network, the ethernet frames are usually dropped when the 

Figure 4.10 Displaying the PromqryUI test.
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MAC address does not match [16]. Here, when the frames or packet 
is sent using the forged MAC address, the packet must be dropped or 
discarded. However, when the network card is in monitor mode, the 
packet will not be discarded.

4.9.4 WIFI Security Alert

When the user’s smartphone detects unexpected behavior in the mobile 
hotspot to which the user is connected, the user may occasionally 
receive an alert or warning. Only a few cell phones may have access to 
this feature, and even then, the software must be the current version. 
The WIFI alert is displayed in Figure 4.11 as the Galaxy F12 mobile 
hotspot is being sniffed.

4.10 Countermeasures for Sniffing

Encryption: The most popular deterrent against network snoop-
ing is encryption. Information can be secured via encryption by 
being changed from its original form into one that can only be 
unlocked with the use of an encryption key or password [17].

Firewalls: A network’s sensitive data are shielded from unau-
thorized access via firewalls. In a networked context, firewalls 
offer security control for networks, host computers, and indi-
vidual users [17].

Figure 4.11 Displaying the WIFI alert.
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Virtual Private Network (VPN): By encrypting your connec-
tion and obscuring your IP address, a VPN protects all the data 
sent from your computer over the internet. When you use a 
strong VPN such as AVG Secure VPN, a sniffer watching your 
traffic would only be able to decipher scrambled information; 
this keeps your data secret [17].

Secure Protocols: With various methods, for example, authenti-
cation, encryption, and authorization, many protocols can be 
made secure.

Avoid Connecting to Unsecured Networks: Information 
exchanged over an unprotected network is not encrypted and 
is readily accessible since the network lacks firewall and anti-
virus security. Network sniffing attacks are simple to execute 
when users expose their devices to unsecured WIFI networks. 
Attackers can install packet sniffers on unsecured networks, 
which can read and intercept any data sent over the network. 
By setting up a fake “free” public WIFI network, an attacker 
can also monitor network activity [17].

To Browse Safely Online, Seek HTTPS Protocols: The term 
“HTTPS” (hypertext transfer protocol secure) is used in the 
URL of websites that are encrypted; this signifies that user 
interaction on certain websites is safe and assures that data 
are encrypted before they are delivered to a server. Visit 
websites that start with “HTTPS” to prevent packet sniffing 
because “HTTP” websites are unable to offer the same level 
of security [10].

Strengthen Your Endpoint Protections: As endpoints, namely, 
laptops, desktop computers, and mobile devices, are connected 
to networks, security risks such as packet sniffers can readily 
access an organization’s network. Robust antivirus software 
should be utilized to stop malware from infiltrating a system 
as it identifies anything that should not be on a computer, for 
example, a sniffer [10, 29].

Install a System to Detect Intrusions: Software called an intru-
sion detection system (IDS) scans network traffic for any odd 
activity and notifies of potential intruders. Every potentially 
dangerous behavior or policy breach is frequently reported to 
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an administrator or consolidated through a security informa-
tion and event management (SIEM) system. This can scan a 
network or system for harmful activity or policy breaches [10, 
13, 30].

4.11 Conclusion

Packet sniffing has both ethical and unethical purposes. For exam-
ple, network vulnerabilities can be discovered by monitoring network 
activity and looking for network issues. It is also important to be aware 
of how to stop sniffers and how to shield data from attackers and sniff-
ers for immoral objectives that might enable the theft of sensitive data, 
such as login credentials, browsing history, and accessed information. 
Sniffers can be found on a network by looking for strange traffic pat-
terns, a high activity level, and a network that is not password- or fire-
wall-protected and is situated in public areas or by utilizing a simple 
technique such as creating a Nmap sniffer script for a specific gate-
way. In addition, hackers can sniff data through a wireless connection. 
Moreover, knowledge of the different types of sniffing and how to stop 
it must be obtained.

4.12 Future Enhancement

In the future, packet sniffers can be enhanced for both ethical and 
unethical objectives. They can be utilized as a tool for traffic surveil-
lance for ethical reasons. Meanwhile, configuring high-traffic gate-
ways with additional users may prevent congestion by increasing their 
capacity. The quantity of devices linked to the network can also be 
seen. Packet sniffers can occasionally even be used as spyware for 
ethical reasons at a workplace to monitor workers.

A packet sniffer can also be used for phishing for unethical purposes. 
By focusing on and keeping track of the user through IP-based sniff-
ing, a hacker can quickly determine the user’s susceptibility since the 
hacker is aware of the often-visited websites and bases their searches 
on them. Phishing attacks against a person can be carried out simply 
by hackers. Additionally, by creating some script code for a website 
that uses the HTTP protocol, a hacker can collect victim credentials.
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of SocIal EngInEErIng 

on organIzatIonS
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5.1 Introduction

Under the heading of “social engineering,” a wide variety of malev-
olent operations are carried out through interactions among people. 
Users are psychologically coerced into revealing sensitive informa-
tion or committing security violations. However, social engineering 
can lead to positive outcomes including networking, teamwork, and 
entertainment that offers instant pleasure. Both positive and negative 
effects of social engineering on an organisation are felt by society. Pos-
itive effects include people working together, feeling confident, and 
networking. With technical developments and social interaction, our 
lives can be made better. Negative effects include a complete loss of 
business and public mistrust and may also result in social problems, 
such as anxiety and incompatibility. Attacks primarily originate from 
social networks and emails, with phishing and ransomware being the 
most prevalent. Organizations are required to protect their sensitive 
data and inform the public about their efforts. According to a study on 
social engineering, the focus is on business, finance, and automobile 
entities and their problems [6].

When organisations examine where they spend their money on 
security, it is evident that the technical aspects of security receive sig-
nificantly more attention than the human components. These organisa-
tions run the risk of having protocols that are inefficient at preventing 
accidents by focusing solely on technological security issues and ignor-
ing human vulnerabilities. The human element will continue to come 
up in the conversation about social engineering. A proficient social 
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engineer will frequently attempt to take advantage of this flaw before 
devoting time and energy to other ways to break passwords or obtain 
access to systems.

Because the individuals responsible for protecting an organization’s 
data are extremely susceptible to social engineering attacks, this risk 
still exists. This chapter provides recommendations for managing the 
social engineering threat within organisations’ risk tolerance.

5.2 Literature Review

Almutairi et al. [1] conducted a study at Shaqra University (Kingdom 
of Saudi Arabia) with the goals of determining the level of awareness 
of social engineering, providing appropriate solutions to problems to 
reduce social engineering risks, and avoiding obstacles that could pre-
vent raising awareness of these risks. Using a survey, 508 employees 
from various firms were questioned. The aggregate Cronbach’s alpha 
was 0.756, which is very good, and the correlation coefficient between 
each of the items was statistically significant at the 0.01 level. Overall, 
63.4% of the sample had no awareness of social engineering. Of the 
total sample, 67.3% were not aware of the dangers that social engineer-
ing poses. Moreover, 42.1% of the sample had limited knowledge of 
social engineering, while only 7.5% had a strong understanding.

The article review by Busal et al. [2] explains the stages of social 
engineering, provides recent research on social engineering attacks, and 
categorises the numerous forms of attacks into two groups. This study’s 
primary goal was to investigate the numerous social engineering attacks 
that have been made against people, and it included countermeasures.

The paper by Siddiqi et al. [3] examines the methods used to carry 
out social engineering-based assaults in great detail. This article 
discusses the human shortcomings that criminals have exploited in 
previous security breaches. The report also discusses contemporary 
countermeasures against cyberattacks based on social engineering, 
such as machine learning-based methods.

Manyam et al. [4] investigate numerous social engineering assaults 
and define the basic techniques used by attackers. The main topics of 
research are the effects of artificial intelligence (AI) on social engi-
neering and how it can be used to identify and stop social engineer-
ing attempts. Due to their high effectiveness, efficiency, simplicity, and 
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obscurity, social engineering-based cyberattacks are very challenging 
to defend against because they do not adhere to any set patterns or 
methods for carrying out an assault. Properly understanding the assault 
strategy is crucial for defending against such attacks. Consequently, this 
study offers a thorough examination of the strategies employed to carry 
out social engineering-based assaults. Accordingly, the human weak-
nesses used by criminals in recent security breaches are discussed. The 
research also covers current defences against social engineering-based 
cyberattacks, such as machine learning-based approaches.

Basic traits of social engineering and a social engineering activity 
are presented in a study by Mamedova et al. [5]. In the human-machine 
interaction system that is used to carry out the unlawful (malicious) 
modification of human behavioural patterns, the study of social engi-
neering methods is prioritised. Meanwhile, a map of information secu-
rity hazards brought on by social engineering acts and a matrix of 
social engineering qualification requirements are developed.

Washo et al. [6] study social engineering from an interdisciplinary 
perspective. A literature review of the information technology, psychol-
ogy, and business disciplines explains the subject’s interconnections 
and the necessity to comprehend it from several aspects. Following a 
review of the literature, social engineering research is examined from 
philosophical, technological, and ethical perspectives. Researchers 
might use the recommended framework that promotes a philosophical 
or practical ethical approach as a flexible model for their research.

Wilcox et al. [7] classify and address security concerns such as orga-
nization’s information asset availability, confidentiality, and integrity 
related to social engineering that businesses have when implementing 
social media for business purposes.

The global pandemic’s impact on social engineering attacks is dis-
cussed by Venkatesha et al. [8]. The pandemic has caused a significant 
shift in daily activities to the Internet and online platforms. Although 
the number of Internet users is growing, there has been a lack of knowl-
edge regarding cybersecurity issues and the numerous types of attacks 
that Internet users may experience on a daily basis. The authors ana-
lysed the processes used by these attackers, from familiarising them-
selves with a target to successfully carrying out the attack.

A systematic literature review is carried out by W Syafitri et al. [9] 
by utilising Bryman and Bell’s technique. The review reveals a novel 
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approach that employs a protocol in addition to techniques, frame-
works, models, and assessments to thwart social engineering attempts. 
It is also observed that the protocol effectively prevents social engi-
neering attacks, including those involving health campaigns, and the 
vulnerability of social engineering victims and discusses the co-utile 
protocol, which can regulate information sharing on social networks. 
A comprehensive analysis of the literature is conducted to provide rec-
ommendations on how to stop social engineering attacks.

Three alternative storylines—“the oblivious employee,” “speaking 
code and social,” and “fixing human flaws”—are used by Klimburg et 
al. [10] to illustrate how ownership of cybersecurity is personalised. 
The idea of the “stupid user” who is susceptible to social engineering is 
a common one, and it ties into the idea of shifting responsibility from a 
collective concern to the individual employee. Finally, the authors sug-
gest starting a conversation about social engineering and the politics of 
deficit creation and securitization that it is rooted in.

5.3 Conceptual Framework

The conceptual framework shown in Figure 5.1 demonstrates the 
impact of social engineering on organisations’ entire design flow. 
Starting with numerous social engineering strategies, it moves on to 
various social engineering consequences on organisations, social engi-
neering prevention methods, social engineering illustration scenarios, 
a social engineering case study, and ultimately, the conclusion.

Figure 5.1 Design flow of the impact of social engineering on an organization.
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5.4 Types of Social Engineering Attacks

People are the main threat to cybersecurity, and social engineering 
makes use of a user’s incapacity to recognise an assault. The purpose 
of a social engineering attack is to persuade the victim to do some-
thing, such as hand over cash, reveal private customer information, or 
provide authentication credentials. The 10 social engineering attacks 
shown in Figure 5.2 are the most common.

 i. Phishing:
  The most frequent form of social engineering assault, spe-

cifically, phishing, uses phoney email addresses and links 
to deceive victims into disclosing their login information, 
credit card details, or other sensitive information. There are 
several different types of phishing attacks:
• Using fake customer service accounts on social media or 

“angler phishing”; and
• Phishing attacks called “spear phishing” target specific 

companies or individuals.
 ii. Whaling:
  A well-known phishing variant called whaling specifically 

targets senior business executives and directors of govern-
ment bodies. The majority of whale attacks involve sending 
urgent messages about a fabricated emergency or a window 
of opportunity by using email accounts that are spoofs of 

Figure 5.2 Types of social engineering attacks.
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other high-ranking individuals within the business or agency. 
Because senior executives and directors have high-level net-
work access, successful whaling attacks can reveal a lot of 
sensitive and private information.

 iii. Diversion Theft:
  Tricking a delivery person or courier into going to the wrong 

location or transferring a package to someone other than the 
intended receiver is an antiquated diversion stealing tactic. 
By deceiving the victim into sending sensitive information 
to the wrong person via email or social media, a thief can 
steal information via an online diversion theft tactic. Usually, 
the thief does this by setting up a phoney employee email 
account with the victim’s company, such an accountancy 
firm or a bank.

 iv. Baiting:
  Baiting is a type of social engineering assault that persuades 

victims to disclose sensitive information or login credentials 
by promising them something nice in exchange. An email 
offering a free gift card, for example, might be sent to the 
victim, encouraging them to click a link and complete a sur-
vey. Users may be taken to a fake Office 365 login page by 
the link, where a malicious party can obtain their email and 
password.

 v. Honey Trap:
  When conducting a honey trap attack, the attacker poses as 

someone who is romantically or sexually interested in the vic-
tim in order to seduce them into starting a relationship online. 
The attacker then demands money as ransom or compels the 
victim to divulge personal information.

 vi. Pretexting:
  This is an extremely sophisticated form of social engineering 

where a con artist creates a pretext or imaginary situation—
assuming the identity of an IRS auditor, for instance—to trick 
a victim into divulging personal or delicate information, such 
as their social security number. This type of assault allows the 
attacker to physically access your data, for example, by trick-
ing your workers into thinking that the attacker is a vendor, 
delivery person, or contractor.
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 vii. SMS Phishing:
  SMS phishing is becoming a much greater problem as more 

firms rely mostly on texting for communication. Scammers 
might send their victims texts that appear to be requests for 
two-factor authentication and direct them to websites that steal 
their login information or infect their phones with malware. 
This is one type of SMS phishing.

 viii. Scareware:
  When con artists insert malicious code into a website to cre-

ate pop-up windows with flashing lights and terrifying sounds, 
this is a form of social engineering. A user will receive errone-
ous notifications from these pop-up windows that a virus has 
been installed on their computer. When the con artists advise 
the user to purchase and download their security software, the 
user’s credit card information will be stolen, their machine 
will actually be infected, or (most likely) both.

 ix. Tailgating:
  The social engineering tactic of tailgating, also known as pig-

gybacking, involves an attacker physically following a victim 
into a restricted or secure location. To enter the area undetected, 
the con artist will occasionally claim that they forgot their 
access card or strike up a lively conversation with a spectator.

 x. Watering Hole:
  A hacker uses a reliable website that their intended victims are 

known to visit in a “watering hole attack” to spread malware. 
The hacker then either installs a backdoor Trojan horse to get 
access to the target’s network or they intercept the victims’ 
login information and use it to enter.

 xi. Spear Phishing:
  A spear-phishing attack is more difficult to detect. This is 

when an attacker sends an email to one or more employees 
while posing as an organization’s IT consultant and forges 
the signature as the Forzing consultant signature would typi-
cally do.

 xii. Receptor Phishing:
  The receptor modifies a user’s password and sends them a link 

that reroutes them to the fraudulent page where the attacker 
obtains their login information.
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5.5 Effects of Social Engineering on Organisations

Understanding the genuine consequences of social engineering attacks 
can help to pique your employees’ interest in better safeguarding your 
business. Leadership and management must fully comprehend the 
value of spending money on quality social engineering training (Fig-
ure 5.3). Beyond lost information and data theft, social engineering 
can have other negative impacts. Different attacks could cause inter-
ruption, financial loss, and a bad reputation for a company. Because of 
this, it is crucial that you and your team are knowledgeable in plan-
ning, spotting, avoiding, and responding to social engineering attacks. 
Put procedures, standards, and rules in place to shield your company 
from social engineering scams. If you do not safeguard your business, 
then the effects of this neglect on the company’s health could be disas-
trous and the damage from such attacks could be widespread.

The following are some ways that social engineering impacts busi-
nesses worldwide.

 a) Interruption of Operations:
  Social engineers take advantage of employees’ trust to lock 

down systems and demand payment to regain access. They 
may be “hacktivists” who want to put an end to the operations 
of a business they believe to be unethical or power-hungry. 
Whatever their motivation, social engineers can clearly stall or 
shut down business processes to achieve their objectives.

Figure 5.3 Impacts of social engineering on a business.
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 b) Loss of Data:
  Social engineers will occasionally utilise their cunning to steal 

data and sell these data on the dark web for a profit. Sometimes 
they will do this to expose or humiliate a business. Social engi-
neers can steal confidential information such as bank records, 
client information, proprietary data, and client information for 
any cause, including financial gain.

 c) Lack of Trust:
  After a social engineer violates an organisation, people inevi-

tably begin to doubt its dependability. The breached company 
disappointed customers who relied on them to protect their per-
sonal information. Customer names, emails, addresses, credit 
card numbers, behavioural data, health information, and any 
other private information can be taken during an attack. A cyber 
assault can have long-lasting impacts on a company’s reputa-
tion and can shatter consumers’ perceptions of its reliability.

 d) Financial Consequences:
  By posing as a dependable co-worker, manager, or business 

partner, social engineers can convince workers to wire them 
money. Bank accounts or authorised user accounts could be 
broken into, allowing an attacker to steal money. To facilitate 
future financial attacks or to demand payment in a ransom-
ware exploit, attackers might potentially divulge private infor-
mation to others on the dark web. Beyond the overt forms of 
theft, social engineering has hidden costs.

5.6 Prevention Techniques against Social Engineering for Organisations

Despite the prevalence of social engineering methods, it is challeng-
ing to recognise and, more importantly, to resist them. Many people 
are propelled towards a cybercriminal’s intended consequence when 
they react in accordance with human nature. One of the most crucial 
defences against social engineering initiatives is having good discern-
ment. However, as common sense is a highly subjective concept in the 
business world, it is crucial that technology analysts share best prac-
tises to prevent social engineering, such as the following.

 a) Remind staff members not to click on suspicious websites.
 b) Never respond to emails from unknown senders or strangers.
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 c) Never share information with anybody whose approach is 
doubtful.

 d) Do not ever give out any private information about you or the 
company.

There is nothing you can do to stop social engineers from trying to 
fool you, but there are things you can do to make it more difficult for 
them and to prevent attacks (Figure 5.4) through social engineering.

 a) Be aware of potential dangers:
  Learn about the typical forms of social engineering assaults so 

you can be on the lookout for the current methods.
 b) Enrol your group in cybersecurity education:
  Security experts must give your employees specific instructions 

on how to identify and prevent cyberattackers. Your employees 
can stay sharp by attending annual security training.

 c) Establish and enforce transparent security procedures:
  When workers and management do not adhere to the best 

security practises, social engineers frequently identify back-
doors. Clarify your expectations for your team’s performance 
and how they can react successfully in the event of an attack.

 d) Test the security preparedness of your business frequently:
  Your current security architecture may have gaps that can be found 

via quarterly security assessments and annual penetration tests.

Figure 5.4 Prevention techniques.
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 e) Keep up with the latest methods employed:
  Every day, social engineers are coming up with more sophis-

ticated techniques to deceive you. What will happen next is 
unknown. Following security-related blogs and often request-
ing updated training will keep you and your staff informed.

 f) Keep email attachments closed:
  If you are unsure of the sender, then do not open any attach-

ments or emails from dubious sources. Even if you are famil-
iar with them but have doubts about their communications, 
you should still double-check and validate the information by 
contacting the service provider’s website or by calling other 
sources. Even emails that appear to be from reliable sources 
could have been sent by an attacker.

 g) Multi-factor authentication should be used:
  Using multi-factor authentication increases the security of 

your account.
 h) Be aware of offers:
  When an offer seems too good to be true, resist the urge to take 

it. Perform a Google search to determine whether the offer is 
legitimate.

 i) Use antivirus software:
  Periodically protect your system from attacks by properly 

updating the software. Before opening any downloads, scan 
them properly.

It is crucial to equip yourself with the appropriate tools and information 
to protect yourself from the common social engineering techniques. 
The most recent details on social engineering dangers are available on 
Cyber Security Hub, which is a comprehensive cybersecurity resource. 
Your ability to actively defend yourself and your sensitive data from 
hostile cyberattacks depends on your ability to keep informed and be 
empowered.

5.7 Illustrative Scenarios for Social Engineering Attacks

Cybercriminals who know what they are doing understand that social 
engineering works best when it focuses on risk and human emotion. 
Exploiting human emotion is far simpler than hacking a network or 
looking for security holes (Figure 5.5).
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The following are some well-known emotions that successful social 
engineering attacks frequently exploit.

 a) Panic:
  You receive a message stating that you are under investigation 

for tax fraud and that you should call immediately to prevent 
being detained and subject to legal action. A social engineer-
ing attack occurs during tax season, when people are already 
stressed about filing their taxes. Cybercriminals trick con-
sumers into listening to voicemails by using their anxiety and 
stress over paying taxes.

 b) Selfishness:
  Imagine investing $10 and seeing it grow to $10,000 with no effort 

on your part. By appealing to their fundamental human desires 
for trust and fulfilment, cybercriminals convince their victims that 
they might genuinely gain something for nothing. In a well-worded 
baiting email, victims are told to provide their bank account infor-
mation so that money can be transferred the same day.

 c) Interest:
  Cybercriminals keep an eye out for events that garner a lot 

of media coverage and then take advantage of people’s innate 
interest to trick their victims into acting. For instance, after 
the second Boeing MAX8 airliner tragedy, fraudsters sent 
emails with attachments that claimed to have information that 
had been leaked about the crash. The attachment installed an 
Hworm RAT variant on the victim’s computer.

 d) Cooperation:
  People desire to have mutual trust and assistance. Cybercrimi-

nals target two or three employees by using emails that appear 

Figure 5.5 Victims of social engineering.
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to be from the targets’ managers after conducting research 
about the organisation.

  The email emphasises that the manager needs the password 
to the accounting database to ensure that everyone is paid on 
time and asks the recipients to provide it. The urgency of the 
email makes the recipients believe that by acting right now, 
they are helping their management.

 e) Need:
  You receive an email from the customer service of an online 

retailer from whom you frequently make purchases informing 
you that they must verify your credit card information to pro-
tect your account.

  The email asks you to respond immediately to stop hackers 
from stealing your credit card details. You send the informa-
tion without giving it a second thought, and the recipient ends 
up exploiting it by committing thousands of dollars’ worth of 
fraud.

5.8 Case Study of Social Engineering

Social engineering is a result of people’s propensity to trust. Cyber-
criminals have learned that a deftly written phone, email, or text mes-
sage can convince receivers to give money, expose private information, 
or download a file that infects the office network with malware.

Consider the following spear-phishing incident, which convinced a 
worker to wire $500,000 to a foreign investor:

The cybercriminal is aware that the CEO of the organisation is trav-
elling because of careful spear-phishing study. A fake CEO-looking 
email is sent to a staff member of the company. The CEO’s name is 
spelt correctly, but the email address contains a small typo. In the 
email, the employee is asked to help the CEO by paying $500,000 to a 
new foreign investor. By using urgent yet cordial language, the email 
persuades the employee that his assistance will benefit the CEO and 
the business.

The CEO would normally handle this transfer directly, but she is unable 
to do this in time to apply for the foreign investment partnership because 
of her travel. The employee decides to do something without verifying the 
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details. The employee truly believes that by responding to the email, he is 
helping the CEO, the company, and his co-workers. A few days later, the 
victimised employee, CEO, and staff members discover that they were 
duped out of $500,000 through a social engineering scheme.

5.9 Conclusion

The chapter observed several social engineering techniques, and it 
is evident that the stakeholders’ levels of awareness were reflected in 
their actions as they carried out their jobs. The chapter investigated 
different social engineering strategies, and it can be inferred that an 
organisation is at risk if any of the techniques were to be employed by 
a social engineer and an actual attack took place. The results of these 
strategies show that despite being a “non-technical” method of infil-
tration, social engineering should be treated as seriously as any other 
technical danger. Because social engineering is a topic that is continu-
ally evolving due to technological innovation, it is crucial that ongoing 
study be conducted in this area.

Therefore, organisations are still at risk since the individuals in 
charge of protecting the data are extremely susceptible to social engi-
neering attacks. The chapter provided advice for managing the social 
engineering threat within organisations’ risk tolerance. As a result, it 
is critical that ongoing study be conducted in this area because social 
engineering is a dynamic sector that is changing quickly due to tech-
nological innovation.
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6.1 Introduction

The practise of deceiving others into disclosing private information, 
carrying out unauthorised activities, or acting in a way that compro-
mises security is known as social engineering. Instead of direct hack-
ing, this method makes use of psychological features and depends on 
human error. Social engineering assaults in the context of electronic 
banking (e-banking) can have significant effects on both clients and 
financial organisations. E-banking has arisen as a breakthrough for 
people and organisations to manage their funds in the ever-changing 
world of digital technology. E-banking provides ease, accessibility, 
and a variety of services that can be used at home or while travelling. 
However, e-banking has both advantages and possible drawbacks, and 
one of the most worrisome risks is social engineering. Cybercriminals 
have plenty of opportunity in the digital world to generate convinc-
ing stories and take advantage of trusting e-banking customers. Phish-
ing emails, phone calls pretending to be bank employees, fraudulent 
websites, and even social media manipulation are all possible meth-
ods of assault [1]. These assaults’ main objective is to obtain sensi-
tive data, including login passwords, credit card information, personal 
identification numbers (PINs), and security question and answer sets. 
Recent advancements in artificial intelligence (AI) have made it easier 
to utilise sophisticated social engineering methods. The effective-
ness of social engineering assaults is facilitated by the capacity of AI 
algorithms to collect and analyse vast amounts of data from numer-
ous digital channels, which makes it easier to create personalised and 
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persuasive messages [2]. Further obscuring the distinction between 
legitimate and fraudulent communication, AI-powered chatbots or 
voice assistants can mimic human-like interactions. Bank transfers 
made by individuals using online banking websites or applications 
are known as authorised push payments (APPs). ACI Worldwide, a 
provider of payment software, and GlobalData, an analytics company, 
predict that losses from APP fraud will double across the UK, India, 
and the US in the next four years, hitting $5.25 billion (£4.44 billion) 
with a compound annual growth rate of 21% over this time. Particu-
larly in the UK, APP fraud volumes in 2021 reached $789.4 million, 
with a potential increase to $1.56 billion by 2026. As one of the 21st 
century’s fastest-growing industries, the internet has contributed to the 
advancement of technical infrastructure. The rapid development of 
internet-based apps has altered how individuals interact and conduct 
daily business. Accordingly, there is substantial expansion and use of 
e-banking services. Figure 6.1 shows some well-known e-banking ser-
vices provided by banks and other financial organisations.

Everyone wants their transactions to be private, but since everything 
is accessible online, there is always a chance that someone may obtain 
the information and use it improperly. Additional sources of e-bank-
ing security risk include threats of hacking and unauthorised access 
to the bank’s systems. The reputation of every business is crucial. If 
a bank fails to complete necessary duties or behaves inconsistently 
with customer expectations when it comes to e-banking, then it faces 
the risk of losing its reputation. Eventually, less money is received or 
less clients are obtained. A major worry is how social engineering can 
affect online banking. Online banking transaction security is seri-
ously threatened by psychologically manipulative social engineering 

Figure 6.1 E-banking services.
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approaches [5, 6]. These strategies have the potential to cause both 
individuals and organisations to suffer from unauthorised access, iden-
tity theft, and financial losses. To reduce the risks posed by social engi-
neering in the context of e-banking, preventive actions are essential. 
These include education about countermeasures and the adoption of 
strong security mechanisms. The major objective of e-banking is to 
expand the geographic reach of both banks and customers. This sug-
gests that the spread can cross international borders, which creates a 
range of global threats.

Threats from social engineering in e-banking can have serious 
repercussions as shown in Figure 6.2. Cybercriminals trick victims 
into disclosing private information, which allows for unauthorised 
access, fraudulent transactions, and identity theft. Financial losses, 
reputational harm, and compromised personal data are some of the 
consequences. Due to manipulation techniques such as phishing 
emails or impersonation, victims may unintentionally divulge pass-
words or verification codes. Users must be made aware of possible 
hazards, encouraged to be wary of unwanted messages, and required 
to utilise strong security methods, for example, multi-factor authenti-
cation, to prevent such attacks. Banks can lessen the impact of social 
engineering risks on e-banking consumers by boosting cybersecurity 
knowledge and vigilance [9].

Figure 6.2 The threat landscape of digital payments in South East Asia (SEA).
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Globally, the use of digital payment systems is increasing. Although 
the pandemic is one factor that contributed to its acceleration, the 
truth is that today’s customers prefer digital payments because of their 
increased flexibility. Digital payment options are now accepted by the 
majority of companies and services in Southeast Asia. In addition to 
debit and credit cards, e-wallets are becoming more popular, which 
makes it easier for customers to handle their financial demands includ-
ing bill payments and other expenses in addition to making payments. 
Digital payments are being used more often, but there is also rising 
worry about the dangers they may pose. Customers are concerned 
about cyber dangers, for instance, when they make purchases using 
their mobile devices and e-wallets. Surprisingly, social engineering 
scams are the most prevalent hazard experienced by most Southeast 
Asian nations, including Indonesia (40%), Malaysia (45%), the Philip-
pines (42%), Singapore (32%), and Vietnam (38%). The sole exception 
is Thailand, where bogus websites are the most often encountered dan-
ger (31%). Greater awareness may be directly correlated with greater 
exposure to cyber threats. The most often encountered dangers are 
social engineering schemes, fraudulent websites, and bogus offers and 
discounts, with awareness rates of 72%, 75%, and 64%, respectively.

6.2 Literature Survey

Every research field needs literature studies since they provide a 
description of the information needed for the next research projects, 
policies, and procedures. A study technique called a systematic litera-
ture review (SLR) summarises both qualitative and quantitative data 
after rigorously evaluating several studies. The research indicates that 
information security and cybercrime are constantly parallel to one 
another. Computer criminals continuously attempt to obtain unau-
thorised access to the data of the commercial and financial sectors to 
engage in criminal activity. When using online banking and related 
services, clients are always concerned about the security of their finan-
cial information, which undoubtedly has an impact on customers’ utili-
sation of online banking services. Internet banking customers need 
to be made aware of the available security risks and threats [10–19]. 
One study examines and evaluates the impacts of online threats when 
engaging in internet banking services. The study’s conclusion is that 
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there is a need to boost customers’ knowledge of potential cybercrimes 
when using internet banking [10].

Today, non-computer experts, such as nurses in the medical arena, 
soldiers in the military, or firefighters in emergency services, regularly 
manage critical infrastructure. In such sophisticated systems, protect-
ing against insider attacks is typically not possible or cost-effective, 
but these risks can be reduced with the appropriate risk management 
strategies. One type of security technology that aids in protecting com-
puter systems and data assets from unauthorised access is the firewall 
[13]. The human component of system security, however, is one area 
that is usually gravely neglected. Social engineering techniques enable 
malicious attackers to breach organisational security through human 
interactions. A security awareness training technique can be used to 
inform operators of critical infrastructure about social engineering 
security concerns including spear phishing, baiting, and pretexting [3].

The advancement of technology has had an impact on every aspect 
of society and has made it possible for financial transactions to be 
made swiftly in an online environment. One of the industries that 
uses technology the most extensively is the banking sector. To better 
meet customer demands and increase market share in a competitive 
economic environment, banks have digitised their services and made 
them available through online applications [14]. Although this innova-
tion has numerous benefits, it has also produced plenty of victims for 
deceitful individuals [9]. The goal of phishing assaults is to rapidly 
and conveniently obtain the needed information from users by using 
deception, fright, curiosity, or enthusiasm. The majority of phishing 
websites are built for online banking (e-banking), and with the strate-
gies and discourses that they establish, attackers can obtain financial 
information from consumers who have been duped. Even if the num-
ber of anti-phishing tactics is growing daily, the human element has 
prevented an effective solution from being discovered for this problem. 
It is crucial to research and evaluate the attack methods and strategies 
used by attackers in genuine phishing attempts. In one study, an actual 
e-banking phishing attempt was detected and examined by utilising a 
phishing website [4].

The authentication environment designed to secure e-banking 
applications is presented in this study [5]. The suggested approach is a 
component of a doctoral dissertation that aims to provide a model for 
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the secure functioning of an internet banking environment, even in the 
presence of client-side malware. The present internet banking systems 
will be least affected by the authentication model’s easy application. 
It aims to be immune to more traditional assaults such as man-in-the-
middle or social engineering and the all-too-common phishing and 
pharming methods that occur today [37].

Another study [6] examines the Payment Services Directive (PSD2) 
compliance of multi-factor authentication schemes based on such tech-
niques. The e-banking assaults taxonomy, which is consistent with 
authenticator threats from the NIST Digital Identity Guidelines but 
has a higher degree of detail with respect to the e-banking domain, 
is introduced to offer an overview. The sources that are readily avail-
able in this field often cover a wide range of topics, are geared towards 
corporate executives, or are more in-depth examinations of a single 
problem or assault [41]. By offering a comprehensive and complicated 
tool to aid with orientation in the region, research articles can connect 
such disparate sources.

People still choose to retain their primary bank accounts with tradi-
tional banks, which are financial institutions with a physical presence, 
but their influence is waning. The non-profit National Community 
Reinvestment Coalition (NCRC) estimates that between 2017 and 2021, 
9% of all branch locations closed, representing a loss of almost 7,500 

Figure 6.3 Banking trends by age group (years).
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branches. One-third of the closures took place in low- to moderate-
income or historically marginalised neighbourhoods. The COVID-19 
epidemic, during which the pace of branch closures quadrupled, was 
a major driving force for many of these closures. One feature shared 
by conventional banks is the provision of in-person services with a 
bank teller. According to data, older generations are considerably more 
likely than younger ones to choose chatting with a bank teller as their 
primary form of account access. These differences by age are based on 
statistics from the FDIC for 2021 as shown in figure 6.3.

Digital or online banks are characterised by predominantly using 
web or mobile services. Even if they do not have physical locations, these 
banks can be a part of large ATM networks that allow clients access to 
cash. The market for online banks, such as Ally Bank and Discover 
Bank, has been growing rapidly; by 2021, it is expected that the value 
of the digital banking industry will reach $4.3 billion. Younger genera-
tions are more likely to use digital banking, with over three-quarters 
of individuals aged 15 to 24 years saying in 2021 FDIC research that 
mobile banking is their main method of banking. Only 15.3% of people 
65 years and older said they primarily used mobile banking. Figure 6.4 
shows some differences across age groups in the use of digital banking 
channels, which include online and mobile banking.

Figure 6.4 Digital banking trends.
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6.3 Potential Social Engineering Risks in E-Banking

The term “vulnerability” in the context of social engineering attacks 
on e-banking refers to the flaws or openings in a person’s or an 
organisation’s defences that can be exploited by attackers to coerce 
them into disclosing sensitive information, carrying out unlawful 
deeds, or jeopardising their security [15]. These weaknesses are 
caused by psychological, behavioural, and technological elements 
that attackers take advantage of to further their objectives. An effec-
tive defence against social engineering assaults requires knowledge 
of and attention given to these weaknesses. The following are some 
major vulnerabilities:

• Human Psychology and Trust
• Lack of Awareness and Training
• Information Over-Sharing
• Inadequate Verification Processes
• Technological Dependencies
• Fear and Manipulation
• Unsolicited Contact
• Social Engineering Kits and Tools
• Emotional Manipulation
• Lack of Verification and Validation

Through the FBI’s Internet Crime Complaint Center (IC3), the Ameri-
can public has a direct line of communication to report cybercrimes 
to the agency. We examine and assess the information to keep up with 
the trends and threats that cybercriminals pose. Our colleagues in law 
enforcement and intelligence are then given access to this information. 
To prepare our friends for an extensive government response to the cyber 
threat, the FBI and its partners are aware of how crucial it is to exchange 
information on cyber activities. This strategy depends on public reporting 
to IC3. The urgent need for additional cyber incident reporting to the fed-
eral government is brought to light by statistics from 2021–2022 as shown 
in Figure 6.5. Cyberattacks on e-banking are in fact crimes that require 
investigation and can result in legal consequences for the offenders.

As social engineering scams in online banking flourish, we focus 
only on the most common scenarios to help identify and avoid them. 
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Phishing, when hackers pose as reliable organisations to trick unwary 
victims via emails, text messages (smishing), or phone calls (vishing), 
is the most damaging and common social engineering assault. Phish-
ing attacks can be quite convincing, as they may use the official logos, 
email templates, and verbiage of respected banks or organisations to 
fool users into disclosing personal information by clicking on a mali-
cious link or responding to a message. Once accessed, these data may 
be exploited for identity theft, unauthorised access, or fraudulent trans-
actions [16, 18]. In e-banking, social engineering can take advantage of 
a number of weak points in the system to trick customers into disclos-
ing private information or taking security-compromising acts. Among 
the weak points that attackers frequently choose to exploit are shown 
in Table 6.1.

As it relates to e-banking, social engineering poses a number of 
hazards that might have a considerable impact on people, financial 
institutions, and the wider cybersecurity environment. APP scams, 
card fraud, and identity theft were the top three fraud strategies in 
2022, according to Applied Communications Inc (ACI)’s 2023 Prime 
Time for Real-Time research, with APP scams ranking as the top fraud 

Figure 6.5 Top 5 crime types in e-banking.
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Table 6.1 Social Engineering Vulnerable Mediums in E-Banking

VULNERABLE MEDIUM DESCRIPTION

Emails One of the most popular methods used by attackers to trick victims 
is through emails. They ask people to click on dangerous links or 
submit personal information in emails that look to be from 
trustworthy sources, including banks or financial organisations.

Phone calls Vishing (voice phishing) is a technique that attackers can use to 
pretend to be bank tellers or customer care employees while on 
the phone. They frequently seek private information or point users 
to a phoney website while claiming there is an urgent problem 
with the user’s account.

Text messages Attackers send texts that request sensitive information or provide 
misleading links. Attacks such as smishing take advantage of 
people’ faith in text messages from their banks.

Social media Attackers may construct fictitious accounts on social networking 
sites to pose as bank workers or reliable contacts. Over time, they 
establish a connection with victims to win their confidence and 
obtain private information.

Instant messaging Attackers use chat applications to convey nefarious links, files, or 
information demands. They could pose as friends, relatives, or 
other reliable people.

Websites and mobile 
apps

Attackers design phoney websites and mobile applications that 
closely mimic trustworthy banking websites and apps. Users could 
unintentionally give these bogus platforms their login credentials 
or personal information.

Online advertisements Users may be directed to phishing websites or be prompted to 
download malicious software by malicious advertisements that 
appear on websites or social media platforms.

Impersonation of friends 
and family

Attackers may pose as friends, family members, or co-workers to win 
the trust of their victims and request money or private information.

strategy. The following are some of the major risk categories linked to 
social engineering impacts on e-banking.

 A. Financial Losses: By using psychological manipulation to 
deceive people into disclosing sensitive information or per-
forming acts that cause financial harm, social engineering 
in e-banking creates a serious danger of financial losses. 
Users are forced to provide login information, PINs, and per-
sonal information through phishing emails, impersonation, 
and false calls, giving attackers access to accounts without 
authorisation. This access makes it possible for unauthorised 
investments, fund transfers, and transactions, which has an 
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immediate negative financial impact. Investment fraud may 
lure victims and cost them money while ransomware assaults 
lock accounts and threaten users with extortion. Fraudulent 
transfers that deplete accounts only make financial problems 
worse. To reduce these dangers and protect both individuals 
and institutions from the negative effects of social engineering 
in e-banking, it is essential to use multi-factor authentication, 
education, and continuous monitoring [20].

 B. APP Fraud: There are several ways for criminals to carry out 
APP fraud, in which they find a victim, seduce them, and per-
suade them to pay money to the victim’s account voluntarily. 
The money is then removed from the bank drop account to 
avoid being discovered, such as by splitting it up into smaller 
amounts before transferring. Thieves also frequently utilise 
methods that are often employed in other types of fraud, such 
as phishing, impersonating email addresses, and placing calls 
that appear to be from a bank or a company. In essence, APP 
fraud is a targeted, all-encompassing social engineering attack 
[21].

 C. Identity Theft: This is a common strategy that involves coerc-
ing victims into disclosing sensitive information including 
passwords, social security numbers, and account informa-
tion by taking advantage of their psychological weaknesses. 
Criminals frequently assume legitimate personas, for example, 
bank employees or technical support staff, and use compel-
ling justifications to trick people into disclosing their personal 
information. The victim’s identity is subsequently assumed by 
using this information, which results in fraudulent activities, 
unauthorised transactions, and potentially enormous finan-
cial losses. In the digital era, protecting personal information 
requires vigilance, uncertainty, and a dedication to confirming 
the validity of requests [30, 31].

 D. Account Takeover: This is a deceptive tactic used by hack-
ers to access people’s online banking accounts without their 
permission. Attackers deceive people into disclosing sensitive 
information such as usernames, passwords, or the answers to 
security questions by preying on their trust or ignorance. Users 
are frequently tricked into disclosing their credentials through 
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phishing emails, phoney customer service calls, or convincing 
impersonations of reputable organisations. Once hackers have 
the victim’s account, they can access it and take control of 
it, giving them the ability to carry out unauthorised activities, 
move money, and jeopardise the victim’s financial security. 
To stop such account takeovers and guarantee the security of 
e-banking transactions, it is crucial to adopt robust security 
measures, such as multi-factor authentication, be knowledge-
able of typical techniques, and use care when responding to 
unwelcome messages [20].

 E. Data Breaches: Social engineering techniques are widely used 
in the world of online banking to plan data breaches, a sinister 
scheme where thieves persuade people in order to obtain unau-
thorised access to confidential financial information. These 
criminals prey on human weaknesses by tricking people into 
divulging their login, credit card, and personal information 
through phishing emails or bogus websites [28]. These fraudu-
lent credentials are then used to compromise the security of 
online banking networks by exposing enormous quantities of 
financial and personal information. Such breaches can result in 
identity theft, shady business dealings, and substantial finan-
cial losses. User education about the risks, the development of 
a sceptical mindset towards unsolicited communications, and 
the adoption of strong security measures to protect personal 
data and thwart these social engineering attacks in the digital 
banking environment are all necessary for defending against 
these breaches.

 F. Reputational Damage: As hackers utilise psychological tricks 
to deceive people into compromising their own security, they 
cause reputational damage to both individuals and institutions 
[31]. Through strategies such as phishing emails or imperson-
ation, attackers can access accounts and sensitive data with-
out the user’s knowledge. Unauthorised transactions, identity 
theft, and even the public disclosure of private financial infor-
mation are possible consequences. This not only causes imme-
diate financial impact but also erodes public confidence in the 
banking industry and damages a person’s or organisation’s 
image. Protecting financial assets and the priceless confidence 
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of e-banking customers requires rigorous cybersecurity educa-
tion, strong authentication procedures, and a proactive strategy 
to recognise and mitigate social engineering risks [32].

 G. Compliance and Legal Consequences: Social engineering in 
e-banking can have major compliance and legal consequences 
by getting people to do things that are against the rules and 
law. Cybercriminals take advantage of human weaknesses by 
using phishing, pretexting, or baiting techniques to trick users 
into disclosing sensitive information or carrying out unauthor-
ised acts. Data protection rules, privacy legislation, and stan-
dards for the financial industry may all be broken because of 
these acts. As a result, financial institutions might be subject 
to heavy penalties, legal action, and reputational harm [35]. 
Users who neglect to protect their account information may be 
held accountable. Such outcomes can be avoided with a com-
prehensive strategy that includes ongoing employee training, 
strong security protocols, vigilant monitoring for suspicious 
activity, and the prompt reporting of any potential breaches 
to regulatory authorities to ensure compliance and minimise 
legal repercussions in the event that they occur.

 H. Customer Attrition: Cybercriminals utilise psychological 
tricks to fool consumers and jeopardise their financial security, 
a practise known as customer attrition. These attackers under-
mine trust and confidence in online financial systems by trick-
ing people into giving sensitive information or accidentally 
carrying out unauthorised transactions by using techniques 
such as phishing or impersonation. Customers who fall prey to 
such scams may suffer from monetary losses, frustration, and 
feelings of insecurity. Customers may leave the bank in favour 
of more secure options because of their displeasure, which 
might have an adverse effect on the institution’s profitability 
and image. Proactive education, strong security protocols, and 
prompt incident reactions are all necessary for preventing cli-
ent attrition in the e-banking industry. These actions show a 
dedication to safeguarding customers’ money and maintaining 
their loyalty [39].

 I. Insider Threat: This occurs when employees are persuaded to 
compromise security for their own advantage or malevolent 
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purposes. Insider threats can involve staff members, subcon-
tractors, or other trustworthy individuals who provide private 
information to outside harmful actors because of psycho-
logical manipulation and deceit. Social engineering-enabled 
insider threats can lead to fraudulent transactions, data 
breaches, and compromised customer accounts. Detecting 
these attacks might be difficult because of the possibility that 
attackers could use lawful system access as leverage. Financial 
institutions must put in place strong security protocols, regu-
larly train staff on social engineering techniques, keep an eye 
out for suspicious activity, and promote a culture of security 
awareness that encourages the reporting of any unusual behav-
iour or requests within the e-banking environment to reduce 
these risks [42–44].

 J. Lack of User Awareness: Cybercriminals exploit people’s 
ignorance of online security to plan fraudulent acts, and this 
weakness is known as a lack of user awareness. Attackers take 
advantage of this vulnerability and utilise strategies such as 
phishing emails, phoney websites, or impersonations to trick 
users into disclosing sensitive information or carrying out 
unauthorised transactions. Users may unwittingly fall prey to 
these scams due to a lack of understanding, which can result in 
losing money and compromising personal data [57]. To com-
bat this danger, customers must undergo cybersecurity training 
that focuses on identifying suspicious communications, under-
standing typical social engineering techniques, and developing 
secure online behaviours. Financial institutions can enable cus-
tomers to properly protect their assets and personal informa-
tion in the world of e-banking by raising user knowledge and 
encouraging a proactive attitude towards online security [24].

Similar to traditional banking, e-banking also has risks including 
credit risk, liquidity risk, interest rate risk, market risk, etc. These haz-
ards are increased with e-banking since it operates entirely online and 
has no physical borders. All of the aforementioned issues might be 
caused by poor design, outdated technology, negligent staff personnel, 
and unapproved system access. Banks must use the proper systems, 
technology, and access restrictions to provide a secure environment for 
conducting business [24].
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6.4 Ontology Model of Social Engineering Attacks on E-Banking

A structured representation that classifies and arranges various com-
ponents of social engineering assaults is referred to as an ontology 
model. In this context, ontology refers to a formal framework that 
establishes ideas, connections, and attributes inside a domain to offer 
complete knowledge of this domain. Applying an ontology model to 
social engineering assaults aids in categorising and analysing diverse 
attack methods, strategies, and motives and results in a methodical 
approach [58].

Attackers utilise two main strategies to influence targets and obtain 
information: active communication and passive communication. In 
social engineering, active communication entails face-to-face engage-
ment between the attacker and the target. This may be conducted 
through channels including phone calls, instant messaging, in-person 
interactions, or any other type of communication where the attacker 
actively engages the victim to coerce them into disclosing private 
information or taking particular actions. Social engineering assault 
techniques that involve active contact include vishing, which is the 
practise of deceiving a legal company, such a bank, over the phone to 
obtain personal information. In social engineering, passive communi-
cation refers to tactics where the attacker does not interact with the tar-
get directly but instead uses traps, bogus websites, or other devices to 
coerce information or actions from gullible people. Sending phishing 
emails containing malicious links or attachments that the recipient may 
inadvertently connect to are examples of passive communication tech-
niques used in social engineering attacks [59]. A purpose, a medium, 
a social engineer, a target, and compliance rules and procedures are 
additional elements of the ontological model. An attack’s purpose may 
be to earn money, gain unauthorised access, or disrupt services. The 
medium is a method of communication, such as email, in-person meet-
ings, phone calls, etc. Both a social engineer and a target might be a 
single person or a group of people. Compliance principles provide the 
justification for a target’s compliance with an attacker’s request.

Assault types, strategies, victim profiles, psychological triggers, 
and countermeasures are only a few of the levels of classification that 
this ontology covers. For instance, the category “attack types” defines 
classes including phishing, vishing, and pretexting, each with its own 
characteristics including attack vectors, objectives, and techniques 
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as shown in figure 6.6. These attack types are associated with particu-
lar methods, such as spear phishing or baiting, which are accompanied by 
vectors, namely, emails or phone calls. The model also investigates the psy-
chological triggers that attackers use, such as authority or familiarity, and it 
takes into account victim types, specifically, workers or consumers. Rela-
tionships between various levels are built by using this ontology, resulting 
in comprehensive knowledge of how social engineering assaults proceed 
within the complex environment of e-banking. Relationships within this 
ontology model in the context of e-banking emphasise the linkages among 
various elements of social engineering assaults [15]. The “victim profiles” 
and “psychological triggers” layers, for example, are interwoven because 
attackers modify their strategies based on the psychological weaknesses of 
certain targets [55]. The “attack” layer is linked to both “techniques” and 
“medium” and shows how numerous strategies can be used to carry out a 
single attack type through a range of communication channels. The model 
also highlights the significance of “countermeasures,” illuminating the pre-
ventative measures that e-banking institutions might use to thwart or coun-
teract social engineering attacks. Understanding these connections enables 
stakeholders to identify potential weak spots and develop stronger defence 

Figure 6.6 Ontology model of social engineering in e-banking.
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strategies, such as user education, secure authentication procedures, and 
ongoing monitoring. This strengthens the security of e-banking platforms 
against the constantly evolving threat of social engineering attacks.

A “1:1 relationship” between social engineering tactics and attacks sug-
gests that the assailants spend time and resources gathering data on certain 
people or a chosen set of clients. With this knowledge, they can create attack 
messages or techniques that are incredibly persuasive. For instance, if an 
attacker recognises a regular online shopper, then they may send a phishing 
email imitating a well-known e-commerce site and requesting that the target 
click on a link for a special deal. The identity, buying habits, and interests of 
the target might be used by the attacker to make the email seem authentic. 
The message is tailored to the target’s interests and experiences, which con-
siderably improves the likelihood that they will fall for the assault.

Consider the following example of a social engineering assault on a 
high-net worth user of an e-banking platform.

Medium: The attacker may choose an app or type of email that 
the victim is known to use regularly as their method of contact.

Target: The attacker’s investigation may have included leveraging 
publicly accessible data or social media profiles to identify the 
high-net worth client as the target.

Social Engineer: The attacker would customise their strategy 
depending on their knowledge of the customer’s interests, 
spending patterns, and preferences. The degree of computer 
savvy of the consumer could also be taken into account.

Goal: The end objective may be to deceive the user into giving 
private information, moving money to an erroneous account, 
or clicking on a dangerous link.

The “1:∞” relationship refers to a more generalised strategy where 
attackers cast a wide net to target a greater number of people or organ-
isations. This strategy entails using a single technique or procedure 
that may have an impact on several objectives. The “1” stands for a 
single approach applied to several prospective victims, whereas the 
“∞” stands for an unlimited number of victims.

Technique: Using a generic attack method that looks to be from the 
e-banking institution, the attacker asks recipients to click on a 
link and enter their login information to fix an urgent problem.
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Compliance Principle: The difficulty of establishing a strong 
cybersecurity environment is shown by the “1:∞” relationship. 
The compliance principle emphasises the value of user knowl-
edge and the necessity for e-banking institutions to employ 
rigorous security measures and follow compliance guidelines. 
These precautions could include regular security training, the 
installation of sophisticated email filtering systems, and the 
upkeep of stringent authentication procedures [10]. In this way, 
organisations can use more standardised methods to defend 
against attacks that target a wider audience, thereby securing 
consumer data and financial transactions.

Phases: Social engineering assaults on e-payments often 
involve numerous stages, each of which is carefully planned 
to influence targets and further the attacker’s goals. Phases 
explore the methodical development of fraudulent opera-
tions in the field of e-banking and reveal the complex steps 
by which deceitful actors plan schemes to take advantage 
of gullible victims as shown in Figure 6.7. These stages 
demonstrate the sophisticated manipulation strategies used 
by social engineers to take advantage of psychological vul-
nerabilities. Understanding these stages can help people 
see and thwart attacks and encourage a proactive approach 
to e-banking security and cybersecurity [8].

 a. Preparation: Attackers acquire data on potential victims during 
the preparation stage, including personal information, internet 
habits, and communication preferences. Later, when creating 
persuasive and customised communications, this knowledge is 
essential. Attackers can comb through public databases, social 
media, and other sources to learn more about the victim [12, 17].

 b. Initial Engagement: The perpetrator makes first contact with 
the victim during this stage. This may be communicated by a 
phone call, email, or social media post. The objectives are to 
form a relationship and develop trust. Attackers may utilise 
pretexting in which they manufacture a situation to explain 
their contact or they may mimic a reliable party, such as a 
bank employee or an IT support staff member.
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 c. The Hook: After the victim and attacker have established a 
relationship, the attacker offers a “hook,” that is, a motivation 
for the victim to act. This could entail a sense of necessity, 
aversion to negative outcomes, or promises of benefits. The 
goal of the hook is to elicit an emotional response that compels 
the victim to act as instructed by the assailant without giving 
the issue any careful thought.

 d. Impair Decision Making: At this point, the attacker utilises 
psychological manipulation to compromise the victim’s capac-
ity for decision making. They might cause anxiety, tension, 
or bewilderment, which would impair the victim’s judgement. 
The victim’s cognitive defences deteriorate, and this makes 
them more prone to obediently executing the attacker’s orders, 
even if these orders afterwards appear dubious [22–26].

 e. Financial Transaction and Impact: The attacker persuades 
the victim to carry out a certain action in the final stage, fre-
quently one that involves a money transaction. This can entail 
transferring money or disclosing private information including 
passwords. Because of the emotional and psychological pres-
sure used during the earlier stages, the victim submits.

6.5 Digital Transaction Scams

According to information provided by the Indian government, there 
were 84,000 occurrences of Unified Payment Interface (UPI) fraud 

Figure 6.7 Phases in e-banking scams.
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recorded in 2021–2022 and 77,000 in 2020–2021. The data were 
made public at a time when internet crimes and UPI-related fraud 
cases nationwide were on the rise. Indian society is undergoing a digi-
tal transition. Online shopping, holiday planning, and even ordering 
meals or groceries are all made easier by the digital age. The way 
that we deal with currency has been completely changed by UPI pay-
ments, especially regarding online money transactions. However, as 
online visibility grows, so does the exposure to cyber dangers. Online 
fraud, such as the WhatsApp scam, part-time work scam, movie scam, 
etc., are on the rise. Additionally, UPI payments are not exempt from 
this fraud. India saw around 95,000 UPI transaction fraud instances in 
2022–2023, according to the Union Finance Ministry. In one year, the 
number of cases virtually doubled [33–36].

 a. Fake UPI Money Request: This occurs when a bad actor uses 
UPI technology to trick someone into transferring money to 
them, which is often done by a seemingly genuine payment 
request. Scammers frequently send money to the victim’s UPI 
account and then telephone the victim to claim that the transfer 
was made in error as shown in figure 6.8. This is known as a fake 
UPI money request. In these situations, the con artists phone the 
victim urgently and demand that the victim refund their money. 
They also give the victim a UPI link to start the refund procedure, 
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which is a bogus or fraudulent link. Additionally, as soon as 
the victim opens the link, they inadvertently give the scammer 
remote access to their bank account, phone, or digital wallet. This 
enables the con artist to hack the victim’s account and take their 
money [11, 38, 40, 43].

 b. Fake Quick Response (QR) Codes: Malicious actors create 
phoney UPI QR codes as part of a social engineering attack, 
which when scanned, result in unauthorised transactions or 
money transfers to the attacker’s account. Money lost is the 
most noticeable instant effect. Direct financial losses may 
occur if the victim scans a phoney UPI QR code and inad-
vertently transfers funds to the attacker’s account. People 
who experience such assaults could be less willing to scan 
QR codes for payments, even from trustworthy sources [29]. 
This could make people less confident in the simplicity and 
security of online payment systems [45]. Attackers can utilise 
personal information to build convincing phoney QR codes, 
which might give the impression that the victim’s privacy has 
been invaded.

 c. Emotional Anxiety: Victims may experience emotional dis-
comfort after learning that they were duped into completing 
an unauthorised transaction, with emotions of rage, frustra-
tion, and helplessness [46–55].

Figure 6.9 Fake QR code request.
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6.6 How to Fight Against Social Engineering Attacks on E-Banking

To combat social engineering assaults on e-banking, a complete plan 
that incorporates technology, education, and preventative measures is 
required. Users and staff should obtain education on phishing and vish-
ing techniques, with a focus on the significance of request verification. 
For increased security, multi-factor authentication, strong password 
guidelines, and real-time transaction monitoring should be used. Soft-
ware and antivirus products should be updated to prevent vulnerabili-
ties, and email filtering and anti-phishing solutions should be employed 
to block dangerous communications as shown in figure 6.9 [54]. The 
use of secure channels for communication should be encouraged, and 
workers should be given ongoing training in danger recognition. An 
incident response strategy should be created, security checks should 
be carried out, and others in the sector should be consulted to gather 
threat intelligence. Customers should be informed about security pre-
cautions, scepticism should be encouraged, and awareness should be 
raised through educational efforts. Spear phishing is a type of social 
engineering that can have serious negative repercussions on e-banking. 
Attackers can access victims’ online banking accounts when they trick 
victims into giving them their login credentials, personal information, 
or financial information without the victims’ knowledge. Unauthorised 
transactions, money theft, identity theft, or even a full account take-
over can be the result. Spear-phishing attacks on e-banking can also 
reduce client confidence in online banking services, result in financial 
losses, and harm both banks’ and customers’ reputations. It takes a 
mix of strong security measures, user education, and vigilant aware-
ness to resist spear phishing since such attacks frequently utilise social 
engineering techniques to exploit human vulnerabilities. Attackers 
modify their messages to make them seem as though they are coming 
from the recipient’s bank or another relevant organisation. To lessen 
suspicion and maximise the chance of success, these communications 
frequently include recognisable details including the recipient’s name, 
account information, or the most recent transactions [41, 56].

Website URLs should be verified frequently, mobile banking apps 
should be protected with robust authentication, and the amount of pri-
vate information posted on social media should be controlled. To lessen 
the dangers of social engineering assaults in the world of e-banking, 
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tactics should be adjusted to new threats as they emerge, partnerships 
with cybersecurity specialists should be formed for advice, and secu-
rity rules should be updated as necessary. A working group of the 
Reserve Bank of India (RBI) looks at various e-banking problems and 
recommends solutions. Several of its suggestions include the following.

• All financial sectors are required to adhere to a standard when 
considering security issues. Additionally, this standard should 
be created by the Indian Banks Association.

• To ensure the confidentiality and privacy of data, all banks must 
implement sufficient security measures. In addition, they need to 
apply logical access control to put these measures into practise.

• To mitigate the risk of money laundering, banks must develop 
an Anti-Money Laundering (AML) system for reporting and 
querying [59].

• Banks need to have a process in place for handling complaints 
internally if they want to foster a culture of banking free from 
fraud.

Table 6.2 Social Engineering (SE) Threats and Their Common Solutions

SE THREATS COMMON SOLUTIONS

Phishing Users should be taught to identify signs of phishing, check sender email 
addresses, stay away from dubious links, and get in touch with the 
bank immediately if personal information is requested by using the 
bank’s official contact details.

Vishing Unless you are the one who called, never give out personal information 
over the phone. Hang up and call the bank immediately at one of the 
official or personal numbers to get any claims verified.

Smishing Be aware of unwanted SMS messages. Whenever possible, stay away 
from links and independently confirm the sender’s assertions through 
legitimate means.

Baiting Avoid free offers, only download software from legitimate sources, and 
keep your security software up-to-date.

Pretexting Before providing any information, confirm the requester’s identity. Use 
the bank’s official contact details to contact them directly.

Malware distribution Use reliable antivirus software, keep your hardware and software 
updated, and refrain from downloading files from dubious sources.

Spear phishing Implement multi-factor authentication for additional security layers, 
enact strict password regulations, utilise cutting-edge email filters, 
and regularly train users to recognise phishing efforts.
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• Every bank has to have a clear, written security plan, and 
physical access control must also be strictly enforced by 
banks.

• Banks must set up a wide e-banking network for the benefit of 
the country’s remote and rural areas.

6.7 Detection and Prevention Techniques

In the context of e-banking, detecting social engineering assaults 
necessitates a mix of technology solutions, user education, and 
diligent monitoring. Attacks that use social engineering frequently 
target psychological weaknesses rather than specific technological 
flaws, making detection more difficult. The bulk of assaults that an 
information system suffers are thought to be primarily caused by 
the human component. The most desirable targets for cyberattack-
ers are often banking and other financial services. Currently, one of 
the main sources of all harmful actions in the e-banking industry 
is blind phishing or spear phishing. As a result, how security-aware 
the customers are drives every countermeasure. Attacks are get-
ting smarter, and attackers are looking for techniques where there 
is no longer any human participation in order to trick these systems. 
Zero click assaults are one significant step that attackers are making 
towards an age of unaided attacks by eliminating the need for human 
interaction in attack initiation. Threats to the payment and banking 
system’s cybersecurity have spread globally [15, 16, 17, 26]. Finan-
cial institutions have been compelled by the phenomena to include 
risk-taking in their business models. Therefore, it is crucial to make 
purposeful investments in cutting-edge technology and security 
measures to prevent significant financial losses and data breaches 
that might result from cyberattacks. Many stakeholders in the bank-
ing industry are quite concerned about the rise in cybercrimes. Typi-
cally, software systems running on a computer system in cyberspace 
are used to carry out cyberattacks. As a result, to reduce the danger 
of cyberattacks on software systems, it is necessary to identify the 
cyberspace actors and isolate the threats to application security after 
examining the flaws and creating defences. This chapter looks at 
many such threats. Although the financial system is designed with 
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conventional procedures and standards, these fail to recognise social 
engineering assaults, leading to considerable losses.

 a. Machine Learning/AI Algorithms: By dynamically analys-
ing user behaviours, transaction patterns, and communication 
subtleties, machine learning and AI algorithms play a crucial 
role in combating social engineering attacks on e-banking. 
These systems build thorough user profiles that detect typi-
cal behaviour and quickly identify abnormalities or devia-
tions. Machine learning models identify suspicious behaviour 
including irregular login timings, abnormal transaction behav-
iour, or strange communication patterns through real-time 
surveillance and behavioural analysis. AI-driven systems use 
sentiment analysis to identify deceptive language and natural 
language processing and examine textual material for phish-
ing signs. Security levels are modified by adaptive authentica-
tion techniques under the direction of machine learning when 
risk variables change. AI-enabled continuous authentication 
and device fingerprinting also provide user verification. AI can 
identify phishing attempts in email correspondence and verify 
URLs to block harmful links. E-banking systems strengthen 
their defences by incorporating these technologies that help 
reduce their susceptibility to social engineering assaults and 
maintain the security and trust of their users’ financial interac-
tions [42].

 b. Natural Language Processing (NLP): By carefully reading 
written information for language indications that may point to 
manipulation or fraud, social engineering attacks on e-banking 
are prevented. To find the trends related to phishing attempts, 
impersonation, or urgency, NLP algorithms examine the lan-
guage used in emails, texts, and other communication chan-
nels. These algorithms can identify strange linguistic patterns, 
undue haste, or requests for private information, and they can 
flag these as possible social engineering dangers. Additionally, 
NLP supports sentiment analysis by identifying emotional 
undertones that can indicate coercion, tension, or manipula-
tion. NLP adds a strong layer of protection against social engi-
neering assaults by automatically removing phishing emails, 
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spotting suspicious attachments, and assessing the veracity of 
communications. This technique enables e-banking systems to 
preventatively preserve users’ sensitive information by ensur-
ing that only authorised interactions are permitted, which 
potentially reduces the risk of identity theft [28].

 c. Blockchain Technology: The intrinsic quality of blockchain is 
transparency and immutability, and decentralised consensus 
can be used to identify and reduce social engineering concerns 
in e-banking. Blockchain improves account activity visibility 
by storing all transactions and interactions on a common ledger 
that is impenetrable by outside parties. Any effort at unauthor-
ised access, manipulation, or fraudulent transactions would 
leave a trace that could be found and recognised instantly, 
sending alarms to users and system administrators. Smart con-
tracts can be set up to look for unusual patterns or behaviours 
and to automatically launch replies or freeze accounts when 
certain criteria are satisfied. Additionally, because blockchain 
is decentralised, it has fewer single points of failure than other 
technologies, which makes it more difficult to corrupt user 
data. Overall, the auditable and tamper-proof record of trans-
actions provided by blockchain’s transparent and secure nature 
increases the identification of social engineering risks and 
enhances the security and credibility of e-banking systems.

 d. Phishing Detection: Phishing email detection is an essential 
tool for identifying and thwarting social engineering attacks 
on e-banking. This system uses sophisticated algorithms to 
examine incoming emails and identify traits frequently con-
nected to phishing efforts. It concentrates on different ele-
ments such the sender’s details, email content, subject lines, 
and embedded links [24]. It operates with the following steps.
• Sender Verification
• URL Analysis
• Content Analysis
• Known Threat Databases

 e. User Profiling and Risk Scoring: This builds thorough user 
profiles and evaluates the risk involved with each user’s activ-
ity. E-banking systems create profiles that take a variety of 
characteristics into account, such as the transaction history, 
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device usage habits, and geographic location, through con-
tinuous monitoring and data analysis. For each individual, 
these profiles create a baseline of typical behaviour. The risk 
level is then determined by risk scoring algorithms by com-
paring each transaction or activity to this baseline. Higher 
risk ratings are triggered by unusual behaviours or deviations, 
which suggest the necessity for extra verification measures or 
closer inspection. E-banking systems can identify irregulari-
ties with this method, including sudden sizable transactions 
coming from an unexpected location or irregular login times 
[10]. User profiling and risk scoring technology supports an 
adaptive security architecture by dynamically analysing risk 
and triggering alarms or stronger authentication for poten-
tially problematic behaviours. As a result, normal user actions 
are completed without incident, and possible risks are inves-
tigated further. This multi-layered strategy improves the sys-
tem’s capacity to withstand social engineering assaults and 
prevent unauthorised access, which protects user accounts 
and maintains the integrity of e-banking transactions.

 f. Behavioural Biometrics: By identifying distinctive user 
behaviours to improve security, behavioural biometrics play 
a significant role in combating social engineering attacks 
on e-banking. Based on elements such as typing habits, 
mouse motions, and touchscreen gestures, these algorithms 
generate unique biometric profiles. The technology creates 
a baseline of user interactions by continuously monitoring 
these distinctive behavioural characteristics. A departure 
from this norm, such as a sharp increase or decrease in 
typing speed, a new navigation method, or unusual touch 
patterns, sets off signals that might indicate unauthorised 
access or manipulation efforts. Real-time detection provided 
by behavioural biometrics enables the system to distinguish 
between trustworthy users and bad actors. By identifying 
small anomalies and swiftly blocking unauthorised access, 
this cutting-edge technology strengthens overall cybersecu-
rity and protects users’ financial transactions. Accordingly, 
it strengthens e-banking systems against social engineering 
assaults [59].
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 g. Continuous Authentication: This is used to stop social engi-
neering attacks on e-banking by maintaining a constant veri-
fication procedure during a user’s online session. Various user 
behaviours and biometric indicators, including keystrokes, 
mouse movements, touchscreen gestures, and face recogni-
tion, are continuously monitored by this technology. Any vari-
ations or discrepancies can result in rapid alarms after creating 
a baseline of these patterns during the first verification. This 
adaptive technique ensures that the authorised user is consis-
tently present and active by dynamically evaluating the user’s 
validity in real time. Because attackers cannot simply get 
around the continuing verification process, continuous authen-
tication lessens the efficacy of social engineering assaults and 
lowers the risk of unauthorised access, account breaches, and 
fraudulent transactions.

 h. Advanced Email Filtering: To combat social engineer-
ing attacks on e-banking, advanced email filtering checks 
incoming emails for phishing signs, dangerous links, and 
questionable content, and continuous authentication assures 
constant user verification. The technology proactively 
detects potentially hazardous emails by comparing email 
properties with real-time threat intelligence feeds that spec-
ify known phishing sources. By blocking fraudulent com-
munication attempts and concurrently using continuous 
authentication to confirm their validity, this dual strategy 
protects users. By prohibiting users from viewing danger-
ous information and ensuring that only authorised users are 
involved in transactions, the integration of these technolo-
gies improves the security of e-banking and resists social 
engineering assaults [60].

 i. Multi-Factor Authentication (MFA): By providing additional 
levels of verification for user access, MFA is a critical defence 
against social engineering concerns in e-banking. Before 
providing users access to their accounts, MFA demands that 
they submit at least two or more means of authentication 
from different categories. These categories often comprise 
“something you are” (such as a fingerprint or facial recog-
nition), “something you have” (including a smartphone or 
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identification token), and “something you know” (for exam-
ple, a password). MFA stops social engineers who rely on 
single-factor weaknesses by demanding multiple factors. 
Even if an attacker manages to trick or phish their way into 
a password, they would still need to overcome the other 
authentication elements to obtain access, which decreases 
the effectiveness of their strategies. As a consequence, MFA 
is an effective tool.

 j. Real-Time Alerts: These notifications are essential for reduc-
ing the hazards of social engineering in e-banking systems. 
When key account activity or changes such as purchases, log-
ins, or profile modifications happen, users are immediately 
notified via these alerts. Real-time notifications enable users 
to immediately identify and react to any unauthorised or sus-
picious activity by instantly notifying them of these actions. 
With such a quick response, consumers may stop social engi-
neering scams in their tracks before they get out of hand by 
reporting fraudulent transactions or immediately locking their 
accounts. Real-time warnings also raise user awareness and 
educate them of possible hazards, fostering a culture of alert-
ness among clients. This proactive technique encourages users 
to distinguish between good and bad activities and helps them 
make educated judgements, which lowers the risk of falling 
for phishing, impersonation, and other social engineering 
techniques. Real-time notifications therefore act as a crucial 
defence mechanism that strengthens the e-banking security 
environment and protects consumers from monetary losses 
and personal data breaches.

 k. Collaboration with Law Enforcement: A key tactic in reduc-
ing the risk of social engineering in e-banking is cooperation 
with law enforcement. Financial institutions may collaborate 
and create strong partnerships with law enforcement agen-
cies to exchange knowledge, skills, and insights about new 
risks and attack trends. This cooperation makes it possible 
to quickly identify and look into suspicious behaviour and 
bring hackers to justice. Law enforcement organisations can 
track down and capture these offenders, which interrupts 
their activities and deters future assailants, by utilising their 
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resources and legal power. Additionally, this collaboration 
helps to create proactive methods and legislative restrictions 
that address modern social engineering approaches, improv-
ing the e-banking ecosystem’s overall cybersecurity posture. 
Financial institutions secure their clients’ funds and private 
information by collaborating closely with law enforcement. 
In this way, banks also help fight cybercrime more broadly 
to make the internet a safer place for both consumers and 
companies.

6.8 Conclusion

The term “e-banking” refers to the automated delivery of particular 
banking goods and/or services, whether unique or traditional, directly 
to consumers by using electronic platforms or other supplemental 
communication channels. The major threats to e-banking are risks and 
developments related to social engineering. Whether a cybercriminal 
wants to directly commit fraud, collect your credentials, or install mal-
ware, social engineering assaults are continuously on the rise. Despite 
the greatest efforts of the general public, cybercriminals still steal mil-
lions of dollars from businesses each year through fraud, extortion, 
and ransomware. As new defences are developed and put into place, 
technologically skilled and cunning criminals are always looking for 
new methods to subvert them. To counter this, decision makers who 
prioritise security have begun to bolster security measures for both 
physical and cloud-based infrastructure. Your personnel are rapidly 
becoming the most convenient point of compromise. Users should be 
made aware of typical social engineering techniques, including how 
to spot phishing emails, dubious links, and other manipulative meth-
ods. Users can become more watchful by attending regular training 
sessions and awareness campaigns. To see how effectively users can 
recognise phishing efforts, regularly simulate phishing attacks. Take 
advantage of these simulations in the learning environment to enhance 
user comprehension and reaction. To provide an additional layer of 
protection, use robust MFA techniques, for example, one-time pass-
words or biometric verification. Even if they know certain user cre-
dentials, attackers will find it more challenging to obtain unauthorised 
access as a result.
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7
thE art of dEcEPtIon

Unmasking the Tools and Psychological 
Principles Behind Social Engineering

PR ATEEK K A M M A KOLU,  V EDA GUP TA, 
GU RU R AJ H L  A N D SOUN DA RYA B  C

7.1 Introduction

The earliest documented instance of a social engineering attack dates 
to approximately 1184 BC and is famously recounted in the Greek 
myth of the Trojan Horse. In this legendary tale, the Trojan Horse was 
presented as a gift to the City of Troy, seemingly a symbol of victory 
for the Greeks who had pretended to retreat. Once the city allowed 
this wooden horse within its walls, Greek soldiers who were concealed 
within its belly emerged and wreaked havoc upon Troy. This event 
serves as an early example of the principle of reciprocity in the realm 
of social engineering, where trust is exploited to gain unauthorized 
access or inflict harm.

Social engineering is a tactic used by cybercriminals to manipu-
late individuals into revealing confidential information or engag-
ing in actions that may not be in their best interest. It is a standard 
method employed by hackers to gain access to sensitive information 
or systems. These cybercriminals utilize various tools and tech-
niques to execute social engineering attacks. This chapter examines 
some of the most prevalent tools and methods of social engineer-
ing, explains how they operate, and offers insights on safeguarding 
against them.

In essence, social engineering is a type of cyberattack that targets 
the human element within any system, and it may or may not involve 
the use of technology. It capitalizes on the principles of psychology and 
exploits traits such as trust, empathy, and curiosity to extract sensitive 
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information and persuade individuals to perform actions that jeopar-
dize their security.

The process of social engineering can be broadly divided into four 
phases as shown in Figure 7.1. These phases represent the attacker’s 
journey in obtaining confidential information from the target.

7.1.1 Information Gathering

A pivotal element of social engineering is the perpetrator’s ability to 
amass the necessary background information about the victim through 
a comprehensive investigation of the target. This stage involves uti-
lizing open-source intelligence (OSINT) to acquire knowledge about 
both the public and private information associated with the target. The 
OSINT tools are provided in Figure 7.2.

Figure 7.1 Phases of social engineering.

Figure 7.2 Architecture of OSINT tools [1].
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The following are a few examples of the information that can be 
extracted from the target by using OSINT techniques.

1. Personal Details:
• Date of birth
• Place of birth
• Full name
• Residential address
• Contact numbers
• Email addresses
• Social security numbers (if available)

2. Workplace Details:
• Names of superiors or colleagues
• Work address
• Job titles and responsibilities
• Projects or tasks the target is involved in
• Work-related email addresses and contact information

3. Technology Usage:
• Social media activity and profiles
• Internet search history (publicly available)
• Preferred communication channels (email, messaging apps, 

etc.)
• Device information (computer, smartphone, etc.)

4. Personal and Professional Relationships:
• Information about colleagues, friends, and family members
• Close relationships and associations with specific 

individuals
• Insights into mutual connections or shared acquaintances

  By gathering this information, the attacker can effectively 
‘connect the dots’ and attempt to establish a connection or 
relationship with the target. This helps in building trust and 
credibility during the social engineering process and makes 
it easier to manipulate the target into divulging sensitive 
information or performing actions that benefit the attacker. 
Awareness of these potential vulnerabilities and the impor-
tance of safeguarding personal and professional informa-
tion are crucial in defending against social engineering 
attacks.
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7.1.2 Establishing the Relationship

Ultimately, the goal of this phase is to create a scenario that appears 
believable and compelling to the target. In this way, social engineers 
can establish trust and rapport, which makes it more likely that the 
target will comply with their requests, whether this involves reveal-
ing sensitive information or taking actions that could compromise 
security. Vigilance and awareness of these tactics are essential for 
individuals and organizations to defend against social engineering 
attacks.

7.1.3 Exploitation Phase

In the exploitation phase, the attacker meticulously cultivates a web of 
trust around the target, rendering the target susceptible to their mali-
cious intentions. By leveraging this vulnerability, the attacker proceeds 
to compromise the integrity of the target through a range of tactics, 
including but not limited to phishing, whaling, baiting, pretexting, and 
more, which exerts pressure on the target.

7.1.4 Execution Phase

In the execution phase, the attacker’s objective goes beyond merely 
infiltrating the target’s security and acquiring the necessary informa-
tion. They must also ensure a successful escape following the breach. 
Typically, attackers employ the tactic of cutting off communication 
just before initiating the breach to maximize their chances of a clean 
getaway.

Social engineering attacks have witnessed a significant surge in 
recent times, with cybercriminals adopting deceptive personas to 
defraud millions of unsuspecting individuals. These attacks are on the 
rise in terms not only of frequency but also of the diversity of tech-
niques employed.

A multitude of tactics have been devised to facilitate social engi-
neering. These methods encompass a wide range of strategies, includ-
ing phishing, whaling, tailgating, baiting, pretexting, impersonation, 
quid pro quo, scareware, diversion theft, and more. A more in-depth 
exploration of these methods is provided later in this chapter.
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7.2 Tools and Techniques

Let us explore several common methods that cybercriminals employ to 
deceive individuals and employees within organizations into disclos-
ing sensitive information or coercing them into performing specific 
actions. The different types of social engineering attacks are shown in 
Figures 7.3 and 7.4.

7.2.1 Phishing

Phishing poses a significant threat to both individuals and organiza-
tions and is often executed through the redirection of victims to coun-
terfeit websites, ultimately leading to the exposure of confidential data 

Figure 7.3 Types of social engineering attacks.
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such as passwords and financial information. This deceptive technique 
primarily capitalizes on exploiting human psychology and emotions 
rather than exploiting system vulnerabilities, which makes identify-
ing and thwarting such attacks a formidable challenge. The phishing 
attack process can be broken down into five distinct phases:

 1. Attack Planning: During this phase, cybercriminals meticu-
lously plan their phishing campaigns, select targets, and craft 
convincing messages to maximize their chances of success.

 2. Attack Setup: In this stage, attackers establish the infrastruc-
ture required to carry out the phishing attack, which may 
involve setting up fake websites, email accounts, or other 
deceptive elements.

 3. Attack Execution: This phase involves the actual deployment 
of the phishing attack, where deceptive emails or messages are 
sent to the chosen targets to lure them into clicking on mali-
cious links or providing sensitive information.

 4. Fraud: Once victims fall prey to the phishing scheme, cyber-
criminals exploit the acquired information for fraudulent 
activities, which can include unauthorized access to accounts, 
identity theft, or financial fraud.

Figure 7.4 Social engineering attacks. 
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 5. Post-Attack: After successfully executing the attack and 
obtaining the desired information, attackers may cover their 
tracks or continue to exploit the compromised accounts or sys-
tems for extended periods.

Understanding these five phases is crucial for organizations and indi-
viduals to enhance their defense against phishing attacks and adopt 
proactive measures to mitigate the risks associated with this pervasive 
cyber threat [2, 3].

Most phishing attacks are successfully carried out via email, whether 
they are targeted or random. Other methods include fake websites (i.e., 
spoofed websites), phone calls, messages, social media scams, inter-
cepting communication (man-in-the-middle attacks), pamphlets, and 
letters. The fraudulent activity is considered successful when the target 
is manipulated into revealing sensitive information.

Effective solutions and methods to counter phishing attacks are 
primarily achieved by raising awareness and educating people about 
the risks associated with fraudulent calls and messages. Users should 
be cautioned against clicking on suspicious hyperlinks and disclosing 
passwords or other confidential information and encouraged to install 
antivirus software and other security tools [4].

From a technical perspective, web scrapers can be utilized to iden-
tify and filter out fake websites. Machine learning is a powerful tool 
for examining and analyzing various attributes, including the presence 
of unique characters and IP addresses, to detect patterns indicative of 
phishing attempts. Fuzzy logic can also be effectively employed to cre-
ate anti-phishing models that categorize and flag suspicious websites 
based on nuanced criteria.

Once these suspicious websites have been identified, it is crucial to 
take swift action. One possible course of action is to notify the internet 
service provider (ISP) responsible for hosting the fraudulent website. 
The ISP can then investigate and take appropriate measures, which 
may include shutting down the website to prevent further victims. This 
proactive approach can help mitigate the impact of phishing attempts 
and enhance online security for users.

Moreover, anti-spam software plays a vital role in blocking suspi-
cious emails and often utilizes various techniques such as spell checks 
to filter out potential threats. Additionally, warning tools integrated 
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into web browsers can provide real-time alerts to users and notify them 
of potential risks or threats associated with the websites they visit.

To further minimize phishing attacks, authentication and authoriza-
tion mechanisms are crucial. These measures help establish the legiti-
macy of the parties involved before sensitive information is exchanged. 
By verifying the identities of both the sender and the recipient, orga-
nizations can significantly reduce the risk of falling victim to phishing 
schemes and enhance overall cybersecurity [5].

7.2.2 Baiting

Baiting attacks, also known as ‘road apples,’ rely on exploiting human 
greed by tempting users with fraudulent offers of free items or exciting 
opportunities. These schemes create a sense of excitement or curiosity 
in the user, enticing them to click on a deceptive link, which can lead 
to the downloading of malware [5].

Baiting attacks can target both individuals and corporations, with 
specific vulnerabilities often found among young adults, children, and 
the elderly. In a corporate context, the danger lies in the fact that once 
malware is installed on one computer, it can potentially gain quick 
access to other networked devices. To counter this threat, employees 
should be educated not to trust external devices and should exercise 
caution when encountering offers on office devices.

Effective education and awareness about baiting attacks can sig-
nificantly reduce the likelihood of falling victim to such schemes. It is 
crucial for individuals and employees to adopt a stance of not trusting 
unknown physical devices including USBs and hard drives, as these 
are frequently used to distribute malware and viruses [5].

7.2.3 Pretexting

Pretexting is a form of manipulation where the attacker seeks to obtain 
the victim’s credentials and personal information by creating or exploit-
ing a deceptive situation. In pretexting, the attacker typically crafts a 
scenario that puts the victim in a vulnerable position, which allows the 
attacker to take advantage. This type of attack often involves imper-
sonation, where the attacker assumes a false identity and deceives the 
victim with this fabricated identity and scenario. The goal is to trick 
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the victim into divulging sensitive information or taking actions that 
benefit the attacker.

This method of attack demands a convincing and credible story to 
avoid arousing suspicion. Thorough research on the target is essential 
for its success [6]. A distinctive feature of pretexting is the creation of 
a situation or story, technically referred to as a ‘pretext.’ This pretext 
is carefully designed to make the victim believe that the attacker holds 
a position of authority or can assist the victim within the given sce-
nario. By exploiting this vulnerability in the victim, the attacker aims 
to extract valuable credentials and information from them.

The following are methods used to protect against a pretexting attack.

 1. Domain-Based Message Authentication, Reporting and Con-
formance (DMARC) is the most prevalent form of protection 
against email spoofing. It also provides protection against 
another method of pretexting called spear phishing.

 2. Artificial intelligence (AI)-based email analysis. One way that 
pretexting attacks are carried out is through suspicious and 
malicious emails. The modern methods used to protect devices 
and data from attackers are the utilization of AI tools. AI can 
study user behaviors, analyze the patterns in the received 
emails, and provide an indication on how to sort the emails 
into basically ‘malicious,’ ‘potentially malicious,’ and ‘safe’.

Natural language processing (NLP), a part of AI, examines language 
and can decipher phrases and words common in spear phishing and 
pretexting [7].

7.2.4 Quid Pro Quo

Quid pro quo is another form of attack that targets an individual’s gull-
ibility; it involves an exchange of information, money, or services. Its 
name is derived from Latin, meaning ‘something for something,’ and 
signifies an asset exchange. Typically, the attacker impersonates a ser-
vice provider or a member of tech support and entices the victim by 
offering assistance. They propose services, products, or discounts in 
exchange for certain information, creating a significant risk of sensitive 
data and personal information being compromised. Organizations are 
also vulnerable to these attacks, with criminals often posing as part of 
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the company’s IT department to coax victims into divulging sensitive 
information. Unlike baiting, quid pro quo attacks do not necessitate 
extensive research or development. These attacks are primarily car-
ried out through calls or other forms of communication. Implementing 
identity verification procedures for both parties involved can prevent 
this type of attack before it occurs.

7.2.5 Scareware

Scareware is a term formed by combining two familiar words: ‘Scare’ 
and ‘Software.’ It typically manifests in the form of pop-up notifica-
tions [8]. Scareware occurs when the attacker attempts to deceive indi-
viduals into believing that their device has a problem or is under threat, 
when in reality, it is not. If the target falls for the scareware ruse and 
responds to the pop-up, then there is a chance that the pop-up contains 
malware or software designed to corrupt the device or extract valuable 
data for the attacker’s use.

In some cases, the attacker may establish a relationship with the vic-
tim to gain their trust and then introduce scareware into their device. 
Subsequently, the attacker may claim that they can resolve the issue 
and gain control over the victim’s device. This can lead to the transfer 
of necessary data for the attacker to carry out their operations.

To avoid scareware,

• Do not react immediately to pop-ups,
• Think rationally before clicking on any link or suspicious pop-ups,
• Keep your operating system updated because it also helps 

defend against malware in a few ways, such as firewalls, pop-
up blockers, and URL filters, and

• Use legitimate security software [8].

7.2.6 Diversion Theft

Diversion theft, also known as ‘corner game’ or ‘round the corner 
game,’ is a social engineering attack that occurs offline and does not 
require the use of a computer system. In this type of attack, the perpe-
trator manipulates and deceives a delivery person to change the deliv-
ery destination to the wrong address, which allows the perpetrator to 
gain access to the package being delivered [9].
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There is also the possibility that the attacker may install malware 
or spyware into a device being delivered, enabling them to access and 
retrieve sensitive information from the user.

Although this type of attack may seem relatively straightforward, its 
implications can be significant, depending on the contents of the pack-
age. Attackers could be affiliated with terrorist or anti-government 
organizations, and the package contents may pose high-risk scenarios. 
The online counterpart of diversion theft can be described as ‘spoof-
ing.’ Spoofing comes in various forms, including Internet Protocol (IP) 
spoofing, email spoofing, web spoofing, and more.

• IP spoofing involves impersonating another system to gain the 
trust of a target system. This attack can be thwarted by dis-
abling source-routed and external packets.

• Email spoofing entails impersonating a legitimate source, tak-
ing advantage of the user’s trust, and persuading them to click a 
link that may automatically download a virus or other malware.

• Web spoofing uses JavaScript and plugins to create an arti-
ficial website that mimics the original to trick the user into 
divulging confidential information.

• Domain Name System (DNS) spoofing redirects the client 
to a fake website by fraudulently altering entries in the DNS 
server [10].

7.2.7 Tailgating

Tailgating, also known as piggybacking, is a physical social engineer-
ing technique that does not involve technical aspects. It involves gain-
ing unauthorized access to restricted areas by sneaking in behind a 
legitimate individual with access to the area [11].

For example, if an attacker wishes to access a restricted building 
within an office, then they might impersonate a non-suspicious person, 
such as an employee or a delivery person, and attempt to enter the 
restricted area by following closely behind the legitimate entrant. This 
practice is referred to as piggybacking or tailgating. These restricted 
areas often employ electronic access control systems, for example, 
RFID cards, to grant access. In this case, the attacker’s target is typi-
cally someone who possesses the necessary access card. The attacker 
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may either discreetly follow the target closely or attempt to steal the 
RFID card from the target, thereby gaining access to the restricted 
area.

7.3 Social Engineering Toolkit

The Social Engineering Toolkit (SET) is an open-source tool writ-
ten in Python. Its primary purpose is to facilitate and execute social 
engineering attacks, which target the human element within a system’s 
security. The toolkit is widely used in the field of penetration test-
ing, where security professionals test the vulnerability of systems by 
simulating real-world attacks to identify weaknesses and strengthen 
security measures.

SET is a notable component of the Kali Linux penetration testing 
toolkit, a popular Linux distribution used by cybersecurity profession-
als and ethical hackers. SET provides a range of features and methods 
for carrying out social engineering attacks, including email- and web-
based attacks, with the aims of educating organizations and individu-
als about potential security risks and helping them protect against such 
threats. It is essential to emphasize that this toolkit should be used 
only for ethical and legitimate security testing purposes, with proper 
authorization and consent.

After selecting option 1 in SET, which is Social Engineering 
Attacks, a menu will typically be displayed that lists various possible 
social engineering attacks that can be implemented, as shown in Fig-
ure 7.5. These menu options may include a range of attack vectors, 

Figure 7.5 Social engineering attack menu.
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such as phishing attacks, pretexting, baiting, tailgating, and more. The 
user can choose from these options to specify the type of social engi-
neering attack they wish to carry out within SET or a similar tool.

7.3.1 Attacks

The attacks that can be performed using SET are listed below.

7.3.1.1 Spear-Phishing Attack Vectors In a spear-phishing attack, a 
malicious file is crafted and given a deceptive name designed to cap-
ture a user’s attention and convince them that it originates from a trust-
worthy source. This file is then typically attached to an email and sent 
to the intended victim with the intention of deceiving them. The suc-
cess of this attack hinges on human gullibility, and the victim may be 
tricked into revealing sensitive information [12].

Notably, spear-phishing attacks can also be conducted on a larger 
scale through mass email campaigns, where attackers target a signifi-
cant number of victims simultaneously. These campaigns can have a 
widespread impact, which makes it essential for individuals and orga-
nizations to remain vigilant and employ robust cybersecurity practices 
to protect against such threats.

7.3.1.2 Website Attack Vectors When you select the Website Attack 
Vectors option, a submenu displaying various attack methods that can 
be implemented through the browser is presented as in Figure 7.6.  
The following are some examples of these attack methods.

Credential Harvester Attack Method: This method aims to har-
vest the victim’s username and password by redirecting them 
to another IP address [13].

Figure 7.6 Website attack vectors’ submenu.
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Metasploit Browser Exploit Method: This client-side web exploit 
relies on prior reconnaissance and specific vulnerabilities to 
execute a successful attack.

Java Applet Attack Method: This attack uses JavaScript for a 
DNS lookup and measures the time that it takes to obtain the 
DNS address. This information helps determine not only if 
the address appears in the DNS cache but also its last access 
date [14].

Tabnabbing Attack Method: As the name suggests, tabnabbing 
takes advantage of the user switching to another browser tab 
by changing or replacing the content of the original tab.

Web Jacking Attack Method: This method involves cloning a 
website and replacing the original website as soon as the user 
clicks on the URL to access the genuine site.

Multi-Attack Web Method: This approach allows the execution 
of multiple attacks in combination, increasing the likelihood 
of a successful attack.

These attack vectors demonstrate the various ways in which attackers 
can exploit vulnerabilities in web browsers and websites to compro-
mise user data and system security. Understanding these methods is 
essential for cybersecurity professionals to effectively defend against 
such threats.

7.3.1.3. Infectious Media Generator The infectious media generator 
is a concept that involves the creation and encoding of a malicious 
executable with the objective of evading antivirus detection. This tech-
nique is used to generate an infectious USB or DVD by developing a 
payload using Metasploit, a popular penetration-testing framework. A 
folder containing this payload is then created, which should be written 
or burned to a USB/DVD. When the infected device is inserted into a 
target machine, it will automatically execute and potentially grant the 
attacker access to the compromised system.

This method leverages the autorun feature, which initiates the exe-
cution of the malicious payload as soon as the infected media is con-
nected to the target machine. Notably, such actions are typically carried 
out for malicious purposes and are illegal without proper authorization 
and consent.
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7.3.1.4. Create a Payload and Listener The process of creating a pay-
load and listener involves the development of an executable payload 
and a corresponding listener. This technique often serves as a wrapper 
around Metasploit.

The following describes how this process typically works.

Payload Creation: A payload is essentially a piece of code or soft-
ware designed to exploit vulnerabilities on a target system. In 
this context, the payload is crafted with a specific objective, 
such as gaining unauthorized access to a victim’s device or 
network. The payload is tailored to exploit known vulnerabili-
ties or weaknesses in the target.

Listener Generation: A listener is a component that waits for 
incoming connections from the executed payload. It acts as a 
listening post and is ready to establish a connection with the 
compromised system once the payload is executed.

Executable Export: Once the payload and listener are configured, 
an executable file is generated. This executable is often dis-
guised to appear innocuous or as a legitimate file to trick the 
victim into running it.

Transfer and Execution: The attacker transfers the executable file 
to the victim’s device, often through social engineering tactics 
or other means of deception. When the victim runs the execut-
able, it establishes a connection with the listener, allowing the 
attacker to gain access to the compromised system.

Notably, the creation and use of such payloads and listeners for 
unauthorized or malicious purposes are illegal and unethical. These 
techniques are typically employed by ethical hackers and secu-
rity professionals as part of penetration testing or cybersecurity 
research to identify and rectify security vulnerabilities in systems 
and networks.

7.3.1.5. Mass Mailer Attack As the name suggests, the mass mailer 
attack is a method that allows an attacker to send a large number of 
emails that they design to multiple recipients simultaneously. These 
emails are typically sent in bulk, increasing the probability of a suc-
cessful attack. This type of attack can be used to gather sensitive infor-
mation from the recipients.
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Mass mailer attacks can take various forms, including phishing 
emails, spam campaigns, or emails that carry malicious attachments 
or links [15]. The goal is often to deceive recipients into taking specific 
actions, such as clicking on a link, downloading an attachment, or pro-
viding sensitive information.

Notably, although mass mailing itself is not inherently malicious, 
when used for malicious purposes, it can lead to security breaches, 
data theft, and other cybercrimes. Organizations and individuals must 
implement robust email security measures and educate users about 
the risks associated with unsolicited or suspicious emails to defend 
against such attacks.

7.3.1.6. Arduino-Based Attack Vector The Arduino-based attack vec-
tor involves the use of an Arduino-based device, such as the Teensy 
USB device, to execute malicious code on a target system. This attack 
is designed to bypass system protections and enable autorun function-
ality, which allows the attacker to deploy a payload.

7.3.1.7. Wireless Access Point Attack Vector The wireless access point 
attack vector is a method where an attacker employs DNS spoofing to 
reroute network traffic packets to their own system. This is achieved 
by setting up a rogue access point by using a wireless interface card. 
Several tools and utilities are commonly used to execute this attack 
successfully, including the following.

AirBase-NG: This tool is utilized to create a rogue wireless access 
point (AP) that can intercept and redirect network traffic.

AirMon-NG: AirMon-NG is used for monitoring wireless net-
work traffic and can be employed to identify potential targets 
for an attack.

DNSSpoof: DNSSpoof is a tool that allows the attacker to forge 
DNS responses, leading to the redirection of network traffic to 
their system.

dhcpd3: This utility is used to manage Dynamic Host Configu-
ration Protocol (DHCP) settings and IP address assignment 
within a rogue AP to further enable network manipulation.

By exploiting these tools and techniques, the attacker can intercept and 
manipulate network traffic, potentially leading to data interception, 
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unauthorized access, or other malicious activities. Organizations and 
individuals must implement robust security measures to detect and 
defend against such attacks, including monitoring network traffic and 
configuring secure DNS settings.

7.3.1.8. QRCode Generator Attack Vector With the QRCode Generator 
Attack Vector, an attacker embeds malicious content into a QR code 
[16]. This attack involves generating a QR code for a URL, which can 
then be deployed as part of an additional attack vector within a tool-
kit. The attacker’s goal is to trick the victim into scanning the QR 
code, which may redirect the victim to a malicious website or perform 
other actions designed to compromise their device or steal confidential 
information.

This attack leverages the trust that users often place in QR codes, 
as they are commonly used for legitimate purposes, including quick 
access to websites or contact information. Attackers take advantage of 
this trust to deceive victims into engaging with the malicious QR code, 
which potentially leads to data breaches, unauthorized access, or other 
cyberattacks.

Users and organizations should exercise caution when scanning QR 
codes from untrusted sources and regularly update their devices and 
security measures to protect against such attacks.

7.3.1.9. PowerShell Attack Vectors PowerShell attack vectors lever-
age the functionality of Windows PowerShell, a scripting and auto-
mation framework available in the Windows operating system. These 
attacks involve the use of PowerShell to execute specific attack tech-
niques. Some common types of PowerShell-based attacks include the 
following.

Alphanumeric Shellcode Injector: This attack involves inject-
ing shellcode into a target system by using only alphanumeric 
characters. It aims to evade detection by security tools that 
may look for specific patterns or signatures in the code.

Reverse Shell: In a reverse shell attack, a connection is initiated 
from the target system back to the attacker’s system. This 
allows the attacker to gain control over the compromised sys-
tem and execute commands remotely.
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Bind Shell: In a bind shell attack, a listening service is set up on 
the target system, and the attacker connects to it. This enables 
the attacker to gain control over the system and execute com-
mands from their machine.

Dump Security Account Manager (SAM) Database: This attack 
aims to extract the SAM database from a Windows system. 
The SAM database contains user account information, includ-
ing password hashes, which can be used for further attacks 
such as password cracking.

To execute these PowerShell attack vectors, the attacker typically spec-
ifies an IP address and port number. A remote shell session is then cre-
ated that allows the attacker to interact with the compromised system 
and carry out malicious activities. Organizations should implement 
security measures to detect and mitigate PowerShell attacks, as they 
can pose significant risks to Windows-based environments.

7.3.1.10. Third-Party Modules In this attack scenario, a third-party 
module called Remote Administration Tool Tommy Edition (RATTE) 
is utilized. RATTE is a type of HTTP tunnelling payload often used for 
remote administration and control of compromised systems. The use 
of third-party modules including RATTE can provide attackers with 
certain advantages in evading security mechanisms, such as firewalls.

HTTP tunnelling payloads like RATTE are designed to encapsulate 
malicious traffic within standard HTTP requests and responses, which 
makes it appear as legitimate web traffic to network security devices. 
This can help attackers establish covert communication channels with 
compromised systems and avoid detection by intrusion detection sys-
tems (IDS) or firewall rules.

Notably, the use of such third-party modules for malicious pur-
poses is illegal and unethical. Defending against these types of attacks 
requires robust network monitoring, intrusion detection, and the imple-
mentation of security measures to detect and block suspicious traffic.

7.4 Psychological Principles of Social Engineering

To implement social engineering, one must master the principles of influ-
ence. These principles assist in the deception of the target. Researchers 
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have proven these principles to be of importance by conducting experi-
ments and surveys.

7.4.1 The Reciprocity Principle

We came across this principle in the introduction to the chapter wherein 
we discussed the earliest recorded social engineering attack, namely, 
the Trojan Horse incident during the war between the Greeks and the 
City of Troy. This particular attack utilizes the psychological principle 
of reciprocity.

Reciprocity is another term for the word ‘gifting’. It works as a prin-
ciple for social engineering attacks because people feel obliged to repay 
the favor. That is, when a person receives something in the form of 
good behavior, a gift, or a service, they feel obliged to repay the same. 
Researchers found that the custom of servers bringing a small gift with 
the bill, such as a fortune cookie or mint, effectively increased the 
chance of tipping [17, 18]. Perpetrators utilize this principle of reciproc-
ity to retrieve confidential or important information from the target.

7.4.2 The Need and Greed Principle

Two emotions that leave humans the most vulnerable are fear and 
greed. Social engineers take advantage of these particular emotions to 
obtain valuable information and data.

This principle is also known as the ‘scarcity’ principle. Specifically, 
people want more of the things that they feel there may be less of [18].

An attacker can utilize information about what a person is greedy 
for and take advantage of this.

For example, let us say that the target wants to buy some shoes for 
cheap prices. The attacker would send directed emails that appeal to 
the target, and clicking on one of these emails would be dangerous for 
the target.

7.4.3 The Authority Principle

People tend to follow instructions provided by authorized people. This 
vulnerability is significant in social engineering attacks because the 
attacker can impersonate authorized personnel or an entity.
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Authority is probably the most apparent principle since authority is 
something that we all comply with.

There have been numerous cases of perpetrators pretending to be 
an authorized or legitimate entity and breaching the victim’s security.

7.4.4 The Flattery Principle

Social engineering is the art of deception. One of the common ways to 
deceive someone is by deviating their attention towards something they 
would like to hear, namely, ‘flattery’. There are three important factors in 
persuasion science: we like people who are similar to us, we like people 
who compliment us, and we like people who cooperate with us [18]. This 
principle deals with distracting the target by pretending to be someone 
who the target would like and stealing information through this façade.

This flattery principle of influence can be dangerous. People tend to 
give in to flattery when they think that the attacker is being genuine, 
and the perpetrator will take advantage of them and extract sensitive 
and confidential information.

7.4.5 The Consistency Principle

People like to behave consistently. As Cialdini states, ‘Once we have 
made a choice or taken a stand, we will encounter personal and inter-
personal pressures to behave consistently with that commitment’ [19].

Regarding social engineering concerns, people tend to keep connec-
tion consistent. That is, people would prefer to keep connections, be it 
over social media or any other platform, consistent.

This human principle makes it easier for the attacker to build a trust-
ing relationship with the target. Once the relationship is built and the 
attacker has gained the trust of the target, it will only get more difficult 
for the target to cut ties with the attacker.

The attacker then utilizes this connection to withdraw information.

7.4.6 The Herd Principle

We prefer to move towards or be around people who are similar to 
us. For example, we tend to be with and maintain a connection to the 
people who claim to have something in common with us. For example, 
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if we saw someone at a party who went to the same school as us, then 
we would instantly feel a connection.

Using this principle, attackers gather data about the target and pre-
tend to be someone who the target has something in common with. 
The usage of this principle is very common in social engineering. We 
all have seen people try to scam others for money by claiming to be 
their classmates or someone who the target had something in common 
with.

To avoid being a victim of social engineering attacks, the most 
important advice is not to trust everyone and everything that we come 
across online. We also should not trust everyone and everything that 
we see offline. We should always be cautious when it comes to social 
interactions.

7.5 Conclusion

Accordingly, social engineering is a deceptive art that relies on vari-
ous psychological tactics, including flattery, to manipulate individuals 
into divulging sensitive information or taking actions that they would 
not normally undertake. Understanding the principles of persuasion 
and psychology that social engineers use is essential for individuals 
and organizations to defend against such tactics. Maintaining aware-
ness, skepticism, and strong security practices can help protect against 
the risks posed by social engineering attacks and safeguard sensitive 
information and assets.
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SocIal EngInEErIng 

In cybErSEcurIty-
thrEatS and dEfEnSES
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8.1 Introduction

The term “social engineering” encompasses a broad spectrum of mali-
cious actions conducted through interactions with individuals. Users 
are manipulated into revealing vital information or making security 
mistakes through psychological tricks. However, a lack of security 
measures on social media sites and other online platforms might result 
in the disclosure of private and sensitive data. Even with improvements 
in cybersecurity and fewer software flaws, people are more vulnerable 
to online threats in our rapidly developing digital world. Currently, 
social attacks are more common and effective than technological ones; 
in fact, social attacks are so effective that human flaws frequently serve 
a major role in supporting cyberattacks [1].

Humans can now instantly connect with one another around the 
globe because of advancements in data transmission technologies. 
Due to a lack of security protocols, private and personal information 
accessible in online communities and e-services is not safeguarded. 
As a result, communication networks are more vulnerable and open to 
social engineering assaults by malicious users. These types of assaults 
are carried out by duping individuals or groups into performing activi-
ties that are advantageous to the assailants or disclosing private infor-
mation, such as payment codes, user IDs, passwords, social security 
information, and medical records. Their goal is to obtain these private 
data or to influence people or groups to engage in actions that will 
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benefit the assailants. Social engineering assaults are becoming more 
prevalent in today’s networks, which makes cybersecurity systems less 
effective. Hackers strive to advance their own goals by duping people 
and institutions into giving them crucial and private data [2]. The threat 
of social engineering hangs over the security of all networks, regard-
less of the efficacy of firewalls, cryptographic techniques, intrusion 
detection systems, and antivirus software. People tend to have more 
faith in one another than they have in computers and other technolo-
gies. They become the weakest link in the security chain as a result. 
Through human interactions, offensive strategies psychologically 
coerce people into sharing private information or breaking security 
rules [3]. Attacks using social engineering are particularly dangerous 
because they affect networks and systems by manipulating people. 
Software and technology cannot successfully prevent these assaults 
without training people on how to defend against them. Cybercrimi-
nals frequently use these strategies while dealing with systems that 
are free of technical flaws [4]. Social engineering attacks, which take 
advantage of people’s innate propensity to trust, create a serious secu-
rity concern. Security breaches caused by social engineering can leave 
behind vast and difficult-to-find damage. To prevent such attacks, it is 
imperative for both personnel and their businesses to be knowledge-
able about the appropriate precautions. Security awareness training, 
which informs workers of the risk and teaches them how to secure 
data, is the greatest line of defense against the growing threat of social 
engineering assaults [5].

8.2  The Evolution of Social Engineering in the Context  
of Cybersecurity

This section provides an extensive literature analysis to systematically 
study the intellectual development process from roughly 1974 to the 
present to provide sufficient information for discussing social engi-
neering in cyber security.

There are five stages to the development phase, and they are iden-
tified by variations and traits over various time periods (Figure 8.1). 
The progression occurs through these five unique phases: the Phreak 
Phase (1974–1983), the Phrack Phase (1984–1955), the Professional 
Hacking Phase (1996–2001), the Multidirectional Evolution Phase 
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(2002–2011), and the Current Phase of Advanced Social Engineering 
Attacks (since 2012).

Social engineering during the phreak phase (1974–1983) was char-
acterized by using tactics such as pretext, impersonation, and persua-
sion to obtain information or assistance from telephone switching 
center personnel. The manipulation of telephone company employees 
using these strategies in the years that followed, from 1984 to 1995, 
took on phreaking-like characteristics with the goal of learning more 
about various phone network systems. From 1996 to 2001, information 
safety developed significantly. In three crucial dimensions, the devel-
opment of social engineering is visible over the course of these six 
years. First, there was a wider variety of social engineering execution 
techniques, especially in the physical environment. Second, as network 
information technology developed, social engineering techniques 
became interconnected, with technically oriented social engineering 
attacks including email phishing and Trojan horses. Finally, unique 
aspects of social engineering psychology, including social control, per-
suasion, and manipulation of trust, began to receive more attention, 
leading to an increasing understanding of people’s vulnerability as the 
weakest link in the security chain.

This period saw a marked increase in the number of social engineer-
ing-related studies, in contrast to the previous phases. Because of this 
change, the idea of social engineering entered a period of multidirec-
tional evolution, which was characterized by the formation of several 

Figure 8.1 Social engineering’s development within the context of cybersecurity [6].
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conceptual interpretations, some of which are still relevant. Numer-
ous cutting-edge social engineering attack approaches were developed 
because of improvements in computer technology, network informa-
tion, and assault strategies. The conceptual realm of social engineer-
ing keeps expanding. The execution of highly effective, accurate, and 
intelligent social engineering attacks has been made possible since 
2012 due to the emergence of novel ecosystems driven by cutting-edge 
technologies, including machine learning, artificial intelligence, etc., 
and the fusion of innovative threat modalities. In the human, cyber, 
and physical worlds, this advanced type of social engineering today 
poses complex, extensive, and serious security challenges [6].

8.3 Phases of Social Engineering

The four phases that define a social engineering engagement are the 
following.

• Discovery and investigation
• Deception and hook
• Attack
• Retreat

8.3.1 Discovery and Investigation

The first step in committing fraud is choosing the people who have 
sought-after assets, such as credentials, data, access, money, or per-
sonal information. Hackers thus search the internet for potential tar-
gets and evaluate online profiles, including people’s job, social media 
activity, and more. With this identification knowledge at their disposal, 
hackers plan specialized attacks. Furthermore, a person can become 
less vigilant because of the attacker’s extensive understanding of them.

8.3.2 Deception and Hook

As con artists learn more about their intended victims, they actively 
look for possible ways of entry. Any method that would allow them to 
get in touch and carry out an assault falls under this category, whether 
it is through an email address, phone number, or social media account. 
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A “hook” is then used to contact a target and pique their attention. 
Consider the scenario where you have received a new work title and 
announced it on LinkedIn. A con artist may simply pose as an email 
from a reputable business website and invite you to an interview. Why 
would you not answer if it seems innocent and commonplace?

8.3.3 Attack

Scam artists will employ one of many social engineering techniques 
once the hook has a person interested. For example, after you open the 
link to schedule an online interview, the scammer covertly implants 
software on the computer that you are using. As soon as you realize 
it, the entire network of your business has been compromised, and the 
con artist has taken gigabytes of sensitive data. Small cybersecurity 
mistakes like this can be quite expensive for enterprises. The average 
cost of a company data breach is $4.24 million.

8.3.4 Retreat

Criminals will quickly disappear after achieving their goals. Given 
that it can take an average of 200 days to identify a cyberattack or 
data breach, you might not even be aware of what has happened until 
it is too late.

8.4 Social Engineering Threats

Users need to understand the hazards that they face online, the threat 
actors, and the motivations of online criminals in order to be appropri-
ately trained. Users frequently are unaware of the importance of the data 
they use daily to perform their jobs. For example, a law firm amasses 
sensitive information to safeguard the needs of its clients. In accounting 
firms, the firm has access to its clients’ private financial information. 
Exposure to private health information is available to physicians, hospi-
tals, and insurance providers. To handle insurance and payroll, employ-
ers gather personal information from their workers, including social 
security numbers and other financial and personal data. Moreover, a 
company must obtain the social security numbers and other personal 
data of any close friends of a worker if they have any [5,7].
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8.4.1 Data Breaches

Data breaches are unfortunately all too common and do not appear to 
be stopping anytime soon. Some of the largest hacking incidents of the 
twenty-first century have affected well-known companies, for example, 
Yahoo, LinkedIn, Facebook, and Marriott International. According to 
Comparitech, 212.4 million people were affected by security breaches 
in the United States in 2021 (compared to 174.4 million in 2020). After 
the United States, Iran had the second-largest number of data breaches 
that affected 156.1 million users.

8.4.2 Risky Hybrid or Remote Work Environments

Throughout the COVID-19 pandemic, the idea of hybrid and remote 
work has gained in popularity. According to Gallup, almost 60 million 
full-time employees in the United States say that “their current job can 
be done remotely working from home, at least part of the time.” Just 8% 
of employees operated fully online prior to the outbreak; by 2022, this 
number had risen to 39%. It is now predicted to reach 24% for 2023.

Although working remotely or in a hybrid environment has many 
benefits for both employees and businesses, there are extra security 
threats. Using unencrypted file sharing, weak passwords, and personal 
devices for work constitute a few of the most common security risks 
connected with working online.

8.4.3 Mobile Attacks

The average American utilized their cell phone for 4 hours and 23 
minutes per day in 2021. Due to their widespread use and frequent 
commercial necessity, smart phones are further susceptible to online 
attacks. They are employed for social interaction and bonding. Like 
PCs and laptops, smart phones are susceptible to a number of security 
issues, such as phishing (especially via text messaging), lax password 
protection, malware, or malicious software.

8.4.4 Phishing

Phishing attempts are getting increasingly more sophisticated. They entail 
delivering carefully chosen electronic messages to deceive users into click-
ing on a link that might download malware or reveal personal information. 
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Attackers are ramping up their efforts, for instance, by leveraging devices’ 
intelligence to create and disseminate attractive phony communications 
much more quickly with the expectation that recipients will unintention-
ally damage the organization’s networks and systems. This increased 
effort is because most workers at companies have become more cognizant 
of the risks associated with clicking on dubious-looking links or respond-
ing to phishing emails. These types of attacks provide hackers access to 
safe databases and give them control over user logins, credit card numbers, 
and other types of private monetary information.

8.4.5 Ransomware

Attacks that employ ransomware are anticipated to cost victims thou-
sands of pounds as a consequence of hackers deploying technology 
that allows them to effectively seize control of a person’s business and 
the company’s databases and hold all of the information for ransom. 
The advent of cryptocurrencies such as Bitcoin has made it possible 
for inmates to pay their fines in secret, which is assumed to be what 
has increased the frequency of malware assaults. Although companies 
keep working to strengthen their virus defenses, some experts expect 
that hackers will increasingly target other potentially valuable ransom-
ware of those affected, such as rich people’s information.

8.4.6 Crypto Jacking

Cybersecurity is being impacted by the bitcoin boom in other ways. 
With crypto jacking, fraudsters seize control of an individual’s home 
or workplace computers to “mine” for cryptocurrencies. This is 
referred to as “system hopping” because mining for cryptocurrencies 
(for example, Bitcoin), which requires a vast amount of computer pro-
cessing power, enables hackers to generate money covertly by utilizing 
other people’s systems. Systems that have been cryptographically com-
promised can harm an organization’s success and cost it money while 
IT works to identify and correct the issue.

8.4.7 Cyber-Physical Attacks

The creativity that has allowed us to automate and update essential infra-
structure comes with risk. Potential hacking threats against drinking water 
treatment facilities, transportation, the electrical grid, and other systems 
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present a severe vulnerability. A recent article in The New York Times 
claims that everything, including defense systems of the United States that 
cost billions of dollars, is vulnerable to advanced trickery [10].

8.4.8 State-Sponsored Attacks

Western nations are now using their cyber capabilities to compromise 
other countries and assault crucial networks, going beyond merely 
obtaining private data to sell. The judiciary, the entire nation, the cor-
porate sector, individuals, and the public are all seriously threatened 
by cybercrime today. More criminal acts are predicted in 2022, with 
attacks on critical infrastructure being of particular concern. Although 
small businesses are also in danger, a majority of these attacks affect 
government-operated services and buildings. According to a report 
from Thomson Reuters Labs, “State-sponsored cyberattacks are an 
emerging and significant risk to private enterprise that will increas-
ingly challenge those sectors of the business world that provide conve-
nient targets for settling geopolitical grievances.”

8.4.9 The Internet of Things (IoT) Attacks

IoT, according to Statista.com, is expanding rapidly and predicted to 
have 75 billion linked devices by 2025. Laptops and tablets are clearly 
included, but other devices such as routers, webcams, home appliances, 
smart watches, transportation, medical, industrial, and even home secu-
rity systems are also covered. These gadgets are convenient for users, and 
many businesses have begun employing them to cut expenses by gathering 
vast volumes of analytical data and improving operating procedures. IoT 
networks are particularly susceptible to malware infestations and other 
cyberattacks because of the rising risk that comes with more connected 
devices. IoT devices can be leveraged by malevolent parties to wreak 
havoc, overwhelm networks, and shut down critical equipment.

8.5 Social Engineering Attacks

Social engineering attacks are currently the greatest danger to cyberse-
curity and are therefore an important safety concern in the modern world. 
According to global research of 853 IT specialists conducted in 2011 in 

http://Statista.com
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the United States, United Kingdom, Canada, Australia, New Zealand, 
and Germany, social engineering attacks are costly, particularly for large 
enterprises. The use of social engineering has resulted in damage to 48% 
of significant businesses (like health care, finance, manufacturing, and 
banks) and 32% of all businesses over the last two years. Overall, 30% of 
large businesses cite related expenses above $100,000 [8,9].

Social engineering tactics can be used by hackers in a variety of 
ways. The following are a few instances of typical social engineering 
attacks.

Phishing: Phishing is the practice of sending communications 
intended to deceive or persuade the target into performing a 
certain action. For instance, attachments that install malware on 
the user’s machine are frequently included in phishing emails, 
along with links that go to phishing websites. A specific person 
or small group is the target of a spear-phishing attack.

Business Email Compromise (BEC): A BEC assault involves 
the attacker disguising themself as an organization executive. 
The attacker then gives an employee instructions on how to 
conduct a wire transfer to transmit money to the attacker.

Fraudulent Invoices: In some situations, fraudsters may pose as 
a supplier or vendor to steal money from a company. A bogus 
invoice is sent by the assailant, and when it is paid, funds are 
transferred to the assailant.

Brand Impersonation: A prominent tactic used in social engi-
neering attacks is brand impersonation. For instance, phish-
ers may impersonate a well-known company (such as DHL, 
LinkedIn, etc.) and coerce the victim into entering their login 
information on a phishing page, giving the attacker access to 
the user’s password.

Whaling: Attacks that target senior-level personnel within 
an organization are essentially variants of whaling attacks. 
Actions that help an attacker can be approved by executives 
and higher-up management.

Baiting: Baiting attacks utilize a free or appealing excuse to 
pique the target’s curiosity and persuade them to divulge login 
information or conduct other activities. Providing targets with 
free music or discounts on expensive software is one strategy.
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Vishing: A type of social engineering that is carried out over the 
phone is known as “voice phishing” or “vishing.” Although it 
uses a different medium, it employs similar tricks and tech-
niques as phishing.

Smishing: Phishing via SMS text messages is known as “smish-
ing.” Smishing is becoming a more frequent danger because of 
the increased use of cellphones and bitly-link shortening services.

Pretexting: Pretexting entails the attacker fabricating an imagi-
nary situation in which it makes sense for the target to pay 
money or divulge private information to the attacker. For 
instance, an intruder can pose as a dependable individual who 
needs details to confirm the victim’s identification.

Quid Pro Quo: In a quid pro quo assault, the attacker offers the 
victim compensation in return for crucial information, such as 
cash or a service.

Tailgating/Piggybacking: Social engineering methods such 
as tailgating and piggybacking are used to enter restricted 
regions. A person is followed by the social engineer through an 
entrance regardless of the person’s awareness. For instance, a 
worker might hold a door open for a person lifting large cargo. 

Torecognize the most common social engineering attacks, verify the 
identification of anybody you do not know directly, thoroughly review 
emails for identities, addresses, and copies, and be aware of frequent 
phishing email headlines. Evaluate any feelings that the contact elicits 
as you go forward.

8.6 Social Engineering Defenses

8.6.1 Train Everybody in Your Organization

Even though mistakes made by people will always be an issue for safety 
measures, there are still things you can do to help reduce them. Train-
ing and educating your staff about fundamental cybersecurity proce-
dures is one of the most important things that you can do to secure 
your business. Go through the fundamentals and delve deeper. The 
protocol is frequently violated accidentally rather than maliciously. 
The protocol is broken because people do not understand it. To pro-
tect yourself from social engineering assaults, ensure that everyone on 
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your team is aware of the problem [5,10]. Some basic topics to cover 
include the following.

• Before you click, consider. Your staff members need to be 
aware of the repercussions of visiting broken or hazardous 
links.

• Avoid downloading any files that you are unsure of. A file 
poses a risk if it appears unusual.

• Check your sources before you interact. Ascertain the legiti-
macy and reputation of the website, message, or group that 
originated it.

• Refuse offers and rewards. If something seems too good to be 
true, then it probably is. Do not be deceived by it.

8.6.2 Determine Your Company’s Valuable Assets

Initially knowing what you are trying to protect is necessary for 
the best protection against social engineering attacks. Decide what 
is most important to your business: extremely sensitive papers, 
data essential to business projects, private files, etc. These types 
of files should be continually managed very carefully. Employees 
interacting with them should exercise caution and follow specific 
processes [11].

8.6.3 Set Up and Enforce Good Security Policies

There is a need for laws and rules. Once you have a plan in place for 
everything in the global cyber arena, it is hoped that you will not 
have to worry about unwanted surprises. Policies are pointless, how-
ever, if your workforce does not follow the guidelines to the letter. 
Hold frequent conferences, plan workshops, and develop guidelines 
for defending against emotional attacks. Make every effort to guar-
antee that your personnel are fully aware of these guidelines and 
that they adhere to them exactly as written. It has been demonstrated 
that there is a simple but effective defense against social engineering 
attempts. If you can convince your staff to properly follow these pro-
cedures, then the possibility of cyberattacks on your company will 
be greatly reduced [12].
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8.6.4 Update Your Software Regularly

The human element of a defense system is its weakest link. This does not 
mean that technical components cannot be breached, and it is imperative 
that all defense and security systems remain current at all times. These 
defenses are continually changing to counter new assault strategies that 
are regularly discovered. For the highest level of safety for you and your 
company, keep your technology frequently updated [13].

8.6.5 Do Not Share Private Information with Strangers

Even though it appears like a no-brainer defense against social engineering 
efforts, this must be emphasized: you and your team should never divulge 
information to people or groups you do not know. Ensure that each of your 
employees is completely aware of the official email addresses used by the 
business so that they will not be duped by copycats. Every member of the 
team needs to be aware of which information should be kept confidential 
and which information can be disclosed to other parties. Along with busi-
ness data, team members’ confidential data need to be protected. Even 
innocuous information about their recent activities, interests, relationships, 
or role within the organization might be leveraged to obtain valuable busi-
ness data outside your knowledge [14].

8.6.6 Implement Access Control Within Your Company

Setting restrictions on the amount of system access that everyone on 
the team has is one of the best ways to protect against fraudulent activ-
ity. When only one component of the system is in danger, regulating 
the entire system is significantly easier. Utilize administration tools 
and different group managers to restrict access, offer each user author-
ity, and subsequently minimize damages in the event of an attack [15].

8.6.7 Watch Out for Pretexting and Strange Requests

Pretexting is when cybercriminals attempt to establish a minimal 
amount of fundamental trust with their targets in order to increase 
these targets’ willingness to provide information. A typical pretexting 
technique is when an attacker impersonates someone who the victim 
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already knows to persuade them to let down their guard. For instance, 
one strategy is getting emails or texts from your boss that ask for a 
favor because your boss had to send them from their household phone. 
A communication from someone claiming to have met you on a recent 
trip could likewise serve as a justification. Criminals frequently utilize 
any ambiguous knowledge of your daily life against you to make you 
more receptive to their requests [16].

8.6.8 Enforcement of Strong Passwords

One relatively quick, simple, and inexpensive strategy that can be 
quite helpful in preventing data breaches and other cyberattacks is the 
implementation of passwords that are secure. To reduce interruption 
while getting ready for new, more robust security architecture, addi-
tional methods and procedures can be implemented concurrently with 
contemporary technologies. One example is zero-trust network archi-
tecture (ZTNA), which can be implemented alongside an SSL virtual 
private network (VPN), that initially acts as an overlay to enhance 
security and subsequently becomes the security system [17]. Multi-
factor authentication (MFA), another social engineering protection, is 
occasionally offered as an add-on license for current hardware, such as 
SSL VPN and future-generation firewalls. Cloud-based MFA and even 
biometrics are also available as possible countermeasures.

8.7 Conclusion

Social engineering involves taking advantage of people to obtain access 
to limited assets. A variety of approaches are used by social engineers 
to trick people into disclosing confidential details. Social engineer-
ing protections must be a part of organizational safety requirements. 
Nevertheless, such attacks cannot be prevented solely by technological 
advances, and a social engineer without a thorough understanding of 
privacy can easily bypass an effective defense mechanism. Social engi-
neering techniques are growing more prevalent and intense, affecting 
not only individuals but also organizations both physically and men-
tally. Businesses need security procedures that defend against social 
engineering. Therefore, there is considerable demand for new detec-
tion methods, countermeasures, and employee training programs.
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a machInE lEarnIng 

algorIthm to tacklE 
chat mESSagES

DR.  A M BIK A N

9.1 Introduction

Chat-based social engineering (Uthus & Aha, 2013) manipulates 
individuals through online communication channels, such as chat 
platforms, email, or messaging apps, to deceive them into divulging 
confidential information, performing actions that they would not nor-
mally do, or compromising their security in some way. This technique 
preys on human psychology and trust and often exploits cognitive 
biases to achieve the attacker’s goals.

9.2 Social Engineering Attacks

Social engineering attacks are manipulative techniques that exploit 
human psychology and behavior. They gain unauthorized access to 
information, systems, or physical spaces. These attacks rely on decep-
tion, persuasion, and exploiting trust to trick individuals into revealing 
sensitive information, performing actions, or making decisions. Social 
engineering attacks often bypass technical security measures by tar-
geting the weakest link in any security system: people.

The following are some common types of social engineering attacks.

 1. Phishing: Attackers (Aljeaid, Alzhrani, Alrougi, & Almalki, 
2020) impersonate legitimate individuals, organizations, or 
services and send messages containing links or attachments 
that, when clicked or opened, lead to malicious websites or 
malware. The goal is to steal sensitive information including 
passwords or credit card details.

https://doi.org/10.1201/9781003406716-9
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 2. Pretexting: Attackers (Workman, 2008) create a fabricated 
scenario or pretext to manipulate the target into providing sen-
sitive information. For example, an attacker might pose as an 
IT technician and request the target’s login credentials under 
the guise of needing to fix a technical issue.

 3. Baiting: Attackers (Lawson, Crowson, & Mayhorn, 2019) 
offer something enticing, such as a free download, in exchange 
for the target’s information or action. This could involve shar-
ing a link that claims to provide a valuable resource but leads 
to a malicious website or file.

 4. Quid Pro Quo: Attackers (Koh, Raghunathan, & Nault, 2020) 
offer a service or benefit in return for the target’s information. For 
instance, an attacker might promise to help the target with a com-
puter problem in exchange for access to their login credentials.

 5. Tailgating or Piggybacking: Attackers gain unauthorized 
access to secure areas by closely following an authorized per-
son. In the digital world, this can involve an attacker request-
ing entry into a secure system or building and leveraging trust 
to gain access.

 6. Impersonation: Attackers (Freire & Garcés, 2022) imperson-
ate someone who the target knows and trusts, such as a friend 
or coworker, to manipulate them into taking action, for exam-
ple, transferring money or sharing confidential information.

 7. Reverse Social Engineering: In this method (Irani, Balduzzi, 
Balzarotti, Kirda, & Pu, 2011), attackers manipulate victims 
into approaching them for help, often in a technical context. The 
attacker then exploits this contact to gain access or information.

 8. Scareware: Attackers (Gautam & Rahimi, 2023) use fear 
and intimidation to manipulate individuals into taking actions 
they would not otherwise take. For instance, a pop-up message 
might claim that the victim’s computer is infected and offer a 
solution (which is malware).

The CSE-PUC architecture (Tsinganos, Mavridis, & Gritzalis, 2022) 
comprises a convolutional neural network (CNN) and a multilayer per-
ceptron (MLP). This architecture is designed for a specific task to deter-
mine whether a given sentence is an influential payload (pp) container 
and whether it carries a compelling payload. The main objective of the 
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classifier is to generate a probability distribution over different sentence 
classes. In this case, it determines whether a sentence is a cogent pay-
load container and whether it carries a persuasive payload. The CNN is 
a feature extractor. It captures relevant features from the input sentences 
and passes them on to the rest of the architecture for further processing. 
The features extracted by the CNN integrate with the rest of the archi-
tecture. This integration likely involves combining the CNN’s extracted 
characteristics with features from the MLP or other parts of the network. 
The entire CSE-PUC network undergoes training. It involves optimizing 
the network’s parameters and weights by using a training dataset and 
making accurate predictions on the given task. The architecture aims 
to identify informative cues within sentences. These cues are likely pat-
terns or signals indicating a sentence that contains a persuasive payload. 
The CSE corpus is a dataset that trains the CSE-PUC architecture. It is 
created by collecting real-world and fictional social engineering attack 
dialogues from various sources, such as dark social engineering web-
sites, social engineering books, and logs. The CSE corpus undergoes 
a pre-processing pipeline, which involves several steps as tokenization 
(splitting text into individual tokens), standardization (converting text to 
a particular format), and noise removal (eliminating irrelevant or dis-
tracting elements). The CSE corpus is labelled for the pp-container pre-
diction task. Each sentence is assigned a label indicating whether it is a 
persuasive payload container. The CSE corpus contains a specific num-
ber of sentences, with a subset of them (3,880 sentences) labelled as pp-
containers. The annotation task ensures a balanced dataset, where the 
number of sentences from each class is roughly equivalent. Overall, the 
described architecture and approach seem to focus on using neural net-
works, specifically, a CNN and an MLP, to identify persuasive payload 
containers in sentences, particularly in the context of social engineering 
attacks. The dataset used for training, the CSE corpus, appears to be 
carefully prepared to facilitate this task.

To enhance accuracy and context-awareness in chatbot responses, 
back propagation and an Apriori algorithm are used. It is essential 
to consider a combination of techniques that target different aspects 
of the chatbot’s operation. The work improves accuracy by 6.4% and 
context-awareness by 11.4% compared to previous work.

The study is divided into seven sections. The background is detailed 
in section two. A literature survey is summarized in segment three. 
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Previous work is detailed in section four. Proposed work is discussed 
in segment five. Future of work is explained in division six. Finally, the 
study is concluded in section seven.

9.3 Background

9.3.1 Backpropagations Algorithm

Backpropagation (Lillicrap, Santoro, Marris, Akerman, & Hinton, 
2020) is a supervised learning algorithm (Cunningham, Cord, & 
Delany, 2008) used to train artificial neural networks. It involves 
iteratively adjusting the weights and biases of the network’s neurons 
by calculating gradients of the loss function concerning these param-
eters. It is achieved by propagating the error gradient backward 
through the network, starting from the output layer and updating the 
weights and biases by using an optimization method such as gradient 
descent. Backpropagation enables the network to learn from labeled 
training data and improves its ability to make accurate predictions 
by minimizing the difference between predicted and actual outputs.

Step 1: Initialization—Initialize the weights and biases of the 
neural network with small random values.

Step 2: Forward Pass—Input a training example into the network.
For each layer,

• Compute the weighted sum of inputs for each neuron in the 
layer,

• Apply an activation function to the weighted sum to obtain 
the output of each neuron, and

• Pass the output of each neuron as an input to the next layer.
Step 3: Compute Loss—Compare the network’s output with the 

actual target values for the training example.
Calculate the loss with a suitable loss function (e.g., mean squared 

error or cross-entropy).
Step 4: Backward Pass (Backpropagation)—Starting from the 

output layer,
• Calculate the gradient of the loss concerning the output of 

each neuron in the output layer,
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• Use the chain rule to calculate the gradient of the loss con-
cerning the weighted sum of the inputs for each neuron in 
the output layer, and

• Calculate the gradient of the loss concerning the weights 
and biases of the output layer.

For each hidden layer (moving backward),
• Calculate the gradient of the loss concerning the output of 

each neuron in the current hidden layer by using the gradi-
ents from the layer ahead,

• Use the chain rule to calculate the gradient of the loss con-
cerning the weighted sum of inputs for each neuron in the 
current hidden layer, and

• Calculate the gradient of the loss concerning the weights 
and biases of the current hidden layer.

Step 5: Update Weights and Biases—Use the calculated gra-
dients to update the weights and biases of each layer in the 
network:
• New Weight = Old Weight—Learning Rate * Gradient of 

Weight
• New Bias = Old Bias—Learning Rate * Gradient of Bias 

(Learning Rate is a hyperparameter controlling the step 
size of updates.)

Step 6: Iterate—Repeat steps 2 to 5 for multiple training exam-
ples and epochs (iterations) until the network’s performance 
converges or reaches a satisfactory level.

Throughout these steps, the backpropagation algorithm enables the 
network to adjust its parameters based on the gradients of the loss 
function and thus learns to make better predictions over time.

9.3.2 Apriori Algorithm

The Apriori algorithm (Aflori & Craus, 2007) (Perego, Orlando, & 
Palmerini, 2001) finds frequent item sets in a dataset, where an entity 
set is a collection of items that often occur together. It uses the “apriori 
property,” which states that if an item set is frequent, then all of its 
subsets must also be frequent.
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Algorithm Steps:

 1. Generate Candidate Item Sets:
• Start by identifying all individual items in the dataset as 

potential 1-item sets.
• Combine these 1-item sets to generate candidate 2-item sets.
• Continue this process to generate candidate k-item sets.

 2. Scan Dataset and Count Frequencies:
• Scan the dataset to count the frequency of occurrence of 

each candidate item set.
• This involves iterating through the dataset and checking if 

the candidate item sets are present in each transaction.

 3. Prune Infrequent Item Sets:
• Remove candidate item sets that do not meet a minimum 

support threshold (i.e., are not frequent enough) from the 
list of candidates.

• This pruning step helps reduce the number of candidates to 
consider in subsequent iterations.

 4. Generate New Candidates:
• Use the frequent (k-1)-item sets from the previous iteration 

to generate new candidate k-item sets.
• This step ensures only combinations of frequent item sets, 

which satisfies the apriori property.

 5. Repeat Steps 2 to 4:
• Continue iterating through steps 2 to 4.

 6. Generate Association Rules:
• Once frequent item sets are identified, association rules are 

generated from these sets.
• An association rule is in the form of “If A, then B,” where 

A and B are item sets.
• These rules are generated based on confidence and support 

thresholds.

9.4 Literature Survey

Some research work (Tsinganos & Mavridis, 2021) involves the 
early-stage automated recognition of CSE attacks. It achieves this by 
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proposing an approach involving building and annotating a specific-
purpose corpus. The focus is on developing a method for identifying 
and categorizing social engineering attacks in their early stages. The 
proposed approach consists of two main components: a conceptual 
framework for studying CSE attacks and a methodology for building 
and annotating a corpus specific to CSE attacks. This indicates that the 
research provides a structured way to approach the problem and gather 
relevant data. The application of the proposed approach is within the 
domain of computer-supported engineering (CSE). CSE uses technol-
ogy and software tools to facilitate engineering tasks and processes. 
ISO/IEC 15408–1:2009(E) Standard focuses on protecting assets from 
threats. It is mentioned in the context of the research work, which 
likely indicates that the proposed methodology aligns with established 
standards for information security. The research conducts a thorough 
analysis of collected raw dialogues. This analysis aims to extract rel-
evant information that can be categorized into three categories of sen-
sitive data, and the text analysis results in the identification of three 
categories of sensitive data. These categories likely relate to the types 
of information that attackers aim to extract or manipulate during social 
engineering attacks. The research involves analyzing a sample of CSE 
dialogues from a linguistic perspective. This analysis serves as a base-
line to ensure the quality of the software tools and libraries used in 
the research. It is essential to ensure that these tools can effectively 
process and understand the linguistic nuances in the dialogues.

Another project (Murnion, Buchanan, Smales, & Russell, 2018) 
involves multiple steps, including data collection, data transformation, 
player identification, the classification of chat messages, sentiment 
analysis, and potential applications such as identifying cyber-bul-
lying messages. Data Collection and Extract, Transform, and Load 
(ETL) use web scraping techniques to gather in-game chat data from 
World of Tanks match replays. It applies ETL techniques to process 
and organize the collected chat data. Player Identification and Player 
Information Retrieval identify players from the collected chat data. 
It gathers additional player information from the public API services 
provided by Wargaming.net. Data Storage and Database Creation 
create a new database to store the collected in-game chat messages. 
Classification Prototype develops a classification client that allows for 
the quick classification of chat messages. It evaluates the potential of 
using this classified data for machine learning analysis and conducts 

http://Wargaming.net
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a basic analytical exercise to demonstrate the practicality and value of 
the collected chat data. Sentiment Analysis explores the application of 
sentiment analysis, an AI-based technique, to automatically detect the 
sentiment of chat messages. It considers the use of sentiment analysis 
in identifying instances of cyber-bullying in the chat data.

A described platform (Tebenkov & Prokhorov, 2021) utilizes 
microservices, containerization, RabbitMQ, and a dialogue act recog-
nition (DAR) system to create an efficient and scalable chatbot ecosys-
tem. The DAR has a Dialog Act Markup in Several Layers (DAMSL) 
annotation scheme and a labeled dataset such as Switchboard. This 
architecture enables the platform to process natural language con-
versations effectively and respond appropriately in real-time. The 
platform employs a microservice architecture that breaks down the 
application into smaller, loosely coupled services. Each chatbot runs 
within its own container. Containers provide a lightweight and iso-
lated environment for applications to run consistently across different 
computing environments. The microservice architecture and contain-
erization allow for easy scalability. New instances of chatbot contain-
ers handle increased demand without creating bottlenecks or slowing 
down the system. RabbitMQ is a message broker that enables efficient 
communication between different components. It manages the distri-
bution of messages between services by preventing message queues 
from building up and securing smooth processing. RabbitMQ is built 
on the AMQP standard. It ensures reliable and efficient communica-
tion between distributed applications by defining a shared interface for 
sending and receiving messages. DAR is the process of identifying the 
purpose of a sentence within a conversation. It is crucial for chatbots 
to understand and respond appropriately to user inputs. A statistical 
machine learning model is trained on a labeled dataset to predict the 
dialogue act of a given sentence. The DAMSL annotation scheme is 
a framework used to label sentences in conversation datasets. It cat-
egorizes sentences based on several dimensions: communicative status 
(e.g., statement, question), information level (e.g., informative, direc-
tive), forward-looking function (e.g., request, offer), and backward-
looking function (e.g., agreement, disagreement). The Switchboard 
dataset is an adaptation of the DAMSL annotation scheme tailored for 
automated telephone conversations. It provides a labeled corpus of sen-
tences with dialogue act annotations, which serves as training data for 
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building DAR models. A predefined set of tags or labels represent the 
different functions or purposes of sentences in a conversation. These 
tags are designed to be general enough to be applicable to various tasks 
but specific enough to remain relevant to minimize human labeling 
confusion.

9.5 Previous Work

The CSE-PUC architecture (Tsinganos, Mavridis, & Gritzalis, 2022) 
comprises a CNN and MLP. This architecture is designed for a spe-
cific task to determine whether a given sentence is a pp-container and 
whether it carries a compelling payload. The main objective of the 
classifier is to generate a probability distribution over different sen-
tence class. In this case, it determines whether a sentence is a cogent 
payload container and whether it carries a persuasive payload. The 
CNN is a feature extractor. It captures relevant features from the input 
sentences and passes them on to the rest of the architecture for fur-
ther processing. The features extracted by the CNN integrate with the 
rest of the architecture. This integration likely involves combining the 
CNN’s extracted characteristics with features from the MLP or other 
parts of the network. The entire CSE-PUC network undergoes train-
ing. It involves optimizing the network’s parameters and weights with 
a training dataset and making accurate predictions on the given task. 
The architecture aims to identify informative cues within sentences. 
These cues are likely patterns or signals indicating that a sentence con-
tains a persuasive payload. The CSE corpus is a dataset that trains 
the CSE-PUC architecture. It is created by collecting real-world and 
fictional social engineering attack dialogues from various sources, 
such as dark social engineering websites, social engineering books, 
and logs. The CSE corpus undergoes a pre-processing pipeline, which 
involves several steps as tokenization (splitting text into individual 
tokens), standardization (converting text to a particular format), and 
noise removal (eliminating irrelevant or distracting elements). The CSE 
corpus is labelled for the pp-container prediction task. Each sentence is 
assigned a label indicating whether it is a persuasive payload container. 
The CSE corpus contains a specific number of sentences, with a subset 
of them (3,880 sentences) labelled as pp-containers. The annotation 
task ensures a balanced dataset, where the number of sentences from 
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each class is roughly equivalent. Overall, the described architecture 
and approach seem to focus on using neural networks, specifically, a 
CNN and MLP, to identify persuasive payload containers in sentences, 
particularly in the context of social engineering attacks. The dataset 
used for training, namely, the CSE corpus, appears to be carefully pre-
pared to facilitate this task.

9.6 Proposed Work

To enhance accuracy and context-awareness in chatbot responses, back 
propagation and the Apriori algorithm are used. It is essential to con-
sider a combination of techniques that target different aspects of the 
chatbot’s operation. This might include optimizing the microservice 
architecture, leveraging efficient data structures, utilizing hardware 
acceleration, and implementing caching mechanisms. Additionally, 
applying appropriate techniques for natural language processing, such 
as pre-trained language models or attention mechanisms, can contrib-
ute to the chatbot’s overall performance.

Backpropagation is a fundamental technique used in training 
artificial neural networks. This type of machine learning model 
is often employed in tasks such as natural language processing. It 
involves adjusting the weights of the network’s connections based 
on the error (the difference between predicted and actual output) 
during training. This adjustment process is performed iteratively 
and uses gradient descent to minimize the error and improve the 
model’s predictions. In the context of a chatbot platform, back-
propagation could be used if the chatbot employs neural networks 
for tasks including natural language understanding or generating 
responses. By fine-tuning the network’s weights through backprop-
agation, the chatbot can learn from its mistakes and improve its 
accuracy over time. However, notably, although backpropagation 
can enhance accuracy, it may not directly impact the platform’s 
speed as it primarily concerns the training phase.

The Apriori algorithm is a classic technique in data mining 
and association rule learning. It is used to discover patterns and 
associations within a dataset, particularly in the context of mar-
ket basket analysis. The algorithm works by iteratively finding fre-
quent itemsets (sets of items that often appear together) and then 
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generating association rules based on these itemsets. In the context 
of a chatbot platform, the Apriori algorithm may be used to identify 
patterns in user interactions and conversations. It could potentially 
help the chatbot better understand user preferences, common que-
ries, or frequently occurring sequences of dialogue acts. By lever-
aging these patterns, the chatbot can generate more contextually 
relevant responses.

Table 9.1 is used to create a training dataset and a testing dataset.
The work is simulated using Python. Table 9.2 describes the param-

eters used in the work.

9.6.1 Accuracy

Backpropagation is primarily used during the training phase of neural 
networks. The Apriori algorithm can enhance accuracy by identifying 
patterns and associations in user interactions. It can help the chatbot 
understand user preferences, generate contextually relevant responses, 
and anticipate user needs. By leveraging the discovered patterns, the 
chatbot can understand user behavior more deeply, leading to improved 
accuracy in generating responses and interacting with users.

Table 9.2 Parameters Used in the Study

PARAMETERS USED IN THE WORK DESCRIPTION

Number of inputs created 1069
No of hidden layers 2
No of states in first hidden layers 762
No of states in second hidden layer 516
No of output states derived 872

Table 9.1 Methodology to Improve the System

{creating training dataset}
Step 1—Accept the sample input {use the back propagation algorithm}
Step 2—Analyze different internal states
Step 3—Jolt down the output
Step 4—Create {input, hidden layer}, {hidden layer, output} pairs using 

the Apriori algorithm.
{Creating testing dataset}
Step 5—Using these pairs, analyze the input
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Incorporating backpropagation for neural network refinement 
and the Apriori algorithm for pattern recognition can synergisti-
cally enhance a chatbot’s accuracy and effectiveness. The work 
improves accuracy by 6.4% compared to previous work (Tsinganos, 
Mavridis, & Gritzalis, 2022). This is represented in Figure 9.1.

9.6.2 Context-Awareness

Backpropagation can indirectly contribute to context awareness 
by enabling the chatbot’s neural network models to understand and 
respond to the nuances of user input. When training the chatbot’s 
neural network for natural language understanding, backpropagation 
allows the model to learn patterns and associations in language usage. 
It enables the model to recognize context-dependent meanings, idi-
omatic expressions, and user intentions. Backpropagation enables the 
neural network to adjust its weights based on the relationships between 
words and phrases in different contexts. It allows the chatbot to under-
stand when the meaning of a word changes based on its surrounding 
words. By training the neural network to capture these context-aware 

Figure 9.1 Comparison of the accuracy in both works.



167a maChine learning algorithm to taCkle

features, the chatbot becomes more skilled at understanding the subtle-
ties of user input, which leads to more contextually relevant responses.

The Apriori algorithm directly contributes to context awareness 
by identifying patterns and associations in user interactions. It can 
help the chatbot tailor its responses to the specific context of the 
conversation. The algorithm can uncover patterns that reveal user 
preferences, helping the chatbot offer suggestions or recommen-
dations that match the user’s interests based on past interactions. 
By utilizing the Apriori algorithm to recognize these conversation 
patterns, the chatbot can achieve a higher level of context aware-
ness, which leads to more engaging and personalized interactions. 
Incorporating both backpropagation for neural network refinement 
and the Apriori algorithm for pattern recognition equips the chatbot 
with the ability to understand and respond within the context of 
ongoing conversations. This results in more accurate, relevant, and 
context-aware interactions with users. The work improves context-
awareness by 11.4% compared to previous work. Figure 9.2 repre-
sents this result.

Figure 9.2 Context-awareness.
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9.7 Future Scope

Some of the potential developments are discussed as follows.

• Enhanced Natural Language Understanding: Future chat-
bots could understand and respond to natural language with 
greater accuracy and contextual understanding. This might 
involve more advanced models that can grasp nuances, idiom-
atic expressions, and slang in conversations.

• Personalization: Chatbots could become more adept at per-
sonalizing their responses based on user preferences, histori-
cal interactions, and available data. This could lead to more 
engaging and relevant conversations.

• Emotion Recognition: Future chatbots might be equipped 
with better emotion recognition capabilities. They could detect 
the user’s emotional state based on text input and respond 
empathetically or appropriately.

• Multi-Modal Integration: Chat messages might be based not 
only on text but also images, videos, and audio. Future chat-
bots could be trained to analyze and respond to these multi-
modal inputs effectively.

• Continual Learning: Instead of being trained on a static data-
set, chatbots could employ continual learning techniques. This 
means that they would improve over time through ongoing inter-
actions and adapt to new language trends and user behaviors.

• Ethical and Bias Considerations: There will likely be 
increased emphasis on addressing biases in chatbot interac-
tions and ensuring that AI systems handle sensitive topics ethi-
cally and responsibly.

• Improved Contextual Understanding: Future chatbots could 
have better memory and understanding of ongoing conversa-
tions, making it easier for them to maintain coherent dialogues 
over extended periods.

• Human-Agent Collaboration: Chatbots might work along-
side humans more seamlessly by assisting them in various 
tasks, such as drafting emails, scheduling appointments, or 
conducting research.

• Security and Privacy: As chatbots become more integrated 
into our lives, ensuring the security and privacy of conversations 
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will become even more crucial. Future developments might 
include better encryption and authentication mechanisms.

• Advanced Chatbot Architectures: Future chatbots could 
utilize more sophisticated architectures that combine differ-
ent models, for example, a generative pre-trained transformer 
(GPT) with task-specific networks, to achieve higher levels of 
performance across a variety of tasks.

• Conversational Assistants in Various Domains: Chatbots 
specialized for specific industries, such as healthcare, finance, 
education, and customer service, could become more prevalent 
and offer tailored assistance in these areas.

• Cultural and Language Adaptation: Future chatbots might 
be better equipped to handle a wide range of languages and 
cultural contexts, which makes them more globally applicable 
and inclusive.

9.8 Conclusion

The CSE-PUC architecture comprises a CNN and MLP. This archi-
tecture is designed for a specific task to determine whether a given 
sentence is an pp-container and whether it carries a compelling pay-
load. The main objective of the classifier is to generate a probability 
distribution over different sentence class. 

To enhance accuracy and context-awareness in chatbot responses, 
back propagation and the Apriori algorithm are used. It is essential 
to consider a combination of techniques that target different aspects 
of the chatbot’s operation. The work improves accuracy by 6.4% and 
context-awareness by 11.4% compared to previous work.
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10.1 Introduction

The internet has become a fundamental necessity in our day-to-day 
lives; in this manner, the administration is provisioned through an 
internet of things (IoT). However, the safety of the information is 
ambushed through different strategies of Distributed Denial of Service 
(DDoS) attacks which are exceptionally risky. Therefore, a few explor-
atory works have been emphasized for the field of IoT. The usual four 
types of attacks are U2R, Dos, R2l and probe. The point of any secu-
rity model is the division of the organization traffic into five classes: 
R2l, U2R, probe, normal and DoS. When an attacker tries to attack the 
data, a signal is detected, and using the signal, traffic management can 
try to protect the data by taking appropriate security measures. Various 
studies have been conducted for the feature classification and extrac-
tion strategies. The Feature extraction strategy is the best technique 
used for the recognition of the attack; hence, this strategy is known as 
the selection of the feature process. The selection of the feature pro-
cess uses the required features from the input data, which has a critical 
effect on the output data. The feature extraction strategy additionally 
decreases the information storage size and further increases not only 
the accuracy of the classifier but also the efficiency of the training in 
the model. This strategy is good for small-scale algorithms that use 
large amounts of data for training and testing. For the classification of 
the network traffic, many machine learning techniques already exist. 
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Most of the techniques use KNN, SVM, ANN, naïve Bayesian, DTs 
and fuzzy logic algorithms for the classification of network traffic. On 
the basis of the selection of the feature, the performance of the pre-
vious classifier for attack recognition has been considered. Further-
more, the traditional techniques have considerable challenge when a 
large network tries to adopt these techniques as they generate a sizable 
amount of traffic information in a day. The usage of the machine learn-
ing classifiers in the large network increases the cost and time required 
for the calculation because the traffic data constantly increase every 
day. These machine learning classifiers also help in the detection of an 
anonymous attack, which boosts the accuracy of the model. When the 
system is employed, the security of the traffic network is confirmed 
after some time when it reaches high precision.

Recently, various machine learning techniques, such as the SVM, 
J48, KNN, random forest, etc., have been used for the detection and 
identification of malicious packets in the traffic network that have 
a high accuracy for detection [1]. However, these techniques do not 
resolve the issue of the concept drift problem in the network traffic. To 
resolve this issue, the authors of [1] planned a technique in which the 
information is taken with the help of the unlabelled packets, and the 
malicious packets are identified. This conquers the issue of malicious 
packets in the network traffic. The model Lfun has been proposed [1], 
which shows better performance than [2].

In any case, accomplished precision is not very effective because of 
variety on schedule. In [2], they proposed a method for the detection of 
the malicious packets with drift detection by calculating the six statis-
tical features and two non-linear features for the concept drift problem. 
The statistical feature comprises auto relationship, skewness, kurtosis 
and variance, whereas the non-linear feature comprises normal data 
and miscorrelation. These all-features are made with measurements 
of contribution to obtain the concept vector. After this, the concept 
vector is coordinated at different time intervals with the help of the 
total distance [3], cosine distance metrics and histograms consisting 
of streaming hash [3]. However, a high calculation overhead is pre-
sented by the explicit malicious packet drift detection technique. To 
solve the calculation complexity, in [4], they proposed a technique for 
the identification of the irregularity in the network traffic by using the 
KL divergence for the measurement of the distance [5]. however, they 
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effectively presented various procedures that cannot solve the prob-
lems of class imbalance and concept drift in the IoT. Hence, a broad 
survey was performed on various papers to design an efficient method 
that can detect various cyberattacks in the IoT.

10.2 Literature Survey

The new highlights of the social web, in which clients are the data 
makers, uncover different issues of information quality (IQ). As an 
illustration of the IoT, Facebook and its environment are the common 
micro blogging websites that consist of an ongoing messaging struc-
ture. This feature structure helps them not only to be more well-known 
but also to provide suitable updates about real-time public occasions. 
However, as Facebook provides the adaptable use of various destina-
tions and there is no limit on the posting of the contents, this leads to 
an increase of issues in IQ. As the social platforms cannot detect the 
malicious packets that contain maximum common noise, they cannot 
be detected by another user who has received this packet. These social 
malicious packets contain various malicious data such as rubbish 
content, phishing sites, malicious URLs, pornography and malware. 
These malicious packets dispatch their garbage and take advantage 
of the administration’s accessibility, reliability, security and other sys-
tem features when the user opens these messages or URLs. With this 
advantage, the attacker can reap monetary benefits. For instance, these 
social malicious packets impact different arrangements of adminis-
trations that accommodate dispatching a malicious packets attack 
over the Hashtag, mention administrations and URLs. To develop the 
method that recognizes malicious packets, we conducted a literature 
review on the supervised learning methods of machine learning. The 
supervised learning methods require a dataset for the training and 
testing of the model before the model is deployed. Many datasets for 
the social malicious packets have been in development to distinguish 
various new examples of how the attacker can attack the user with the 
social malicious packets. As the training data required for training the 
supervised learning technique are static, the technique implemented is 
wasteful. To resolve this problem, in [6], they proposed a scheme for an 
online group-based malicious bundles arrangement structure, which 
utilizes the upsides of unaided machine learning methods for giving 
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an explained dataset naturally and occasionally. By utilizing this, the 
supervised classifying models are refreshed. This model connected 
bundles of social malicious packets in a brief timeframe to forecast 
malicious packet conduct.

10.2.1 Supervised Learning-Based Attack Detection Methodologies

Many stages in the IoT environment utilize machine learning strate-
gies for the automatic recognition of malicious packets. However, the 
element determination is the primary measure that separates them 
all. Practically all of the strategies provide various elements that are 
used in machine learning procedures to detect and recognize the 
malicious packet in the network traffic. These elements differ and 
change according to different parameters such as packets, detection 
methods, formula, complexity, manipulation, campaign and effec-
tiveness. Detection of the malicious packets in the online platform 
with data-driven techniques has been improved and uses different 
algorithms, such as KNN, SVM, and RF, for the classification, which 
are also utilized to stabilize the malicious packets in ordinary pack-
ets data [6].

The major benefit of data-driven methods is a minimal expense 
because of the lower labor cost. The data-driven methods help to 
find the various hidden elements in the malicious packets in the IoT 
environment [7]. In a similar amount of time, the malicious packets 
can create and deliver new sorts of malicious packet methods that 
can deliver colossal malicious packet mail into a framework that can 
determine whether the message sent is normal or abnormal. When the 
malicious packets set up bugs in the framework, the subsequent task 
is quicker. Therefore, models dependent on authentic data, which use 
the IoT malicious packets for detection, will not work, and most prob-
ably will fail in the future. The malicious packets in the IoT environ-
ment are considered concept drift because they constantly change with 
respect to time [8]. In the present situation, to understand the idea of 
concept drift in a given field or area has become significant [9]. This 
concept can be used for various applications of the IoT. The applica-
tions of the IoT change their distribution and properties with respect 
to time. To resolve the issue of the drifting of malicious packets, [9] 
presents a model for both the posting of the language and time.
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The models cannot recognize the user that is created by the attacker 
to send the malicious packets. Moreover, these models can predict 
whether the user’s account is hacked or not, and they also can build the 
records of the users who were hacked. To resolve the issues in existing 
methodologies, [9] planned a technique that can obtain the informa-
tion from non-labelled packets, distinguish the packets that are mali-
cious packets and take care of the malicious packet drifting problem. 
Generally, various models neglect to resolve the problem of drifting 
and incorporate additional calculations to resolve other problems [10]. 
The posterior probability in the drift problem effects the decision of 
the hyperplane. It is impossible to drift only one part to make changes 
in the other parts of the drift problem. There are various drift types 
that constantly change over time. Thus, the drift concept is known as 
a combination of various drift parts called joint concept drift. Another 
problem in data mining is known as class imbalance. In this problem, 
the whole class will not contain the same number of samples, either 
one of the classes will contain a greater number of samples than the 
other class [11].

Using the traditional machine learning techniques in various circum-
stances of class imbalance problems can ignore the sample of the class 
and can reduce the accuracy of the model. Class imbalance and concept 
drift build up shared impacts. When the two issues happen at the same 
time, they affect one another. If the samples of the class are imbalanced, 
then the identification of the minority class in the concept drift is a very 
challenging task. Hence, some techniques have been proposed for the 
identification and detection of the class imbalance and concept drift 
problems. The answer to these problems was given in [12].

10.2.2 Data Integrity through the Fusion Mechanism

The IoT is a moderately new concept in IT [15]. Numerous data gadgets 
can be shaped from start to finish and join with a server through appro-
priate correspondence conventions (e.g., Bluetooth and ZigBee, WIFI 
and ultra-wideband); in this way, they extend various applications in 
the areas of home care, industrial monitoring and smart technology. 
With the help of the combination of the Wireless Sensor Networks 
(WSNs) and the IoT, a large number of executives can be expanded 
with the increased use of these technologies. Regardless of whether 
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the IoT or the WSNs, the distributed system has three significant out-
comes, namely, independent failures, no global clock and concurrency 
[14]. This hub can be handily assaulted by an intruder. Therefore, a 
compelling security algorithm is required. In such a situation, a pow-
erful agreement algorithm utilizes the Byzantine algorithm (BA). 
The BA is a well-known issue-tolerant method. In [15], they cited the 
historical illustration of agreement among the officers of the Byzan-
tine Empire concerning assaulting their foes and applied this idea to 
develop BA, particularly for a dependable PC system to investigate 
processor blames successfully.

10.2.3 Ensemble Learning for Concept Drift

On the outfit learning algorithm that addresses idea floats, in [13], 
they proposed a gathering learning algorithm dependent on variety for 
diversity with drifts called DDD. At the point when an idea float is 
identified, the algorithm individually trains the two classifiers, which 
are dependent on the datasets having low and high varieties, and com-
bines the two classifiers with low and high varieties, which adjusts the 
idea floats. In [16], a model was proposed for a weighted democratic 
plan in the outfit learning, but this model addressed only the online 
idea float issues. In [17], they used the idea of gathering learning with 
a large number of classifiers to resolve the problem of idea floats. The 
outcome of the model was that the troupe learning method performs 
well compared with the strategy utilizing just a single classifier intend-
ing to ide floats. In [18], an algorithm was proposed that holds the 
comparability of the cosine to contrast whether two datasets have a 
place with two distinct ideas.

10.2.4 Ensemble Learning for Imbalance Data

Lately, unevenness information issues have received a lot of consider-
ation. For example, [19] and [20] accentuated that the strategies depen-
dent on only a single classifier cannot acquire exact outcomes in tending 
to the information with different classes and much noise; subsequently, 
embraced troupe learning techniques utilize various classifiers to resolve 
the imbalance information. In [21], they coordinated various learning 
techniques to build the general presentation. Troupe learning algorithms 
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dependent on adaptive boosting (AdaBoost) have drawn considerable 
attention recently. In [22], they proposed a troupe learning strategy 
dependent on AdaBoost to reduce the figure blunder. In [23], they joined 
the AdaBoost strategy with a negative relationship to determine how to 
build a novel AdaBoost, NC conjecture model that performs better than 
previous techniques in dealing with classification issues.

Certifiable information streams represent a novel test for the imple-
mentation of machine learning models and data analysis. An eminent 
issue that has been presented by the development of IoT organizations 
across the smart city biological system is that the factual properties 
of information streams can change over the long run, causing help-
less expectation execution and incapable choices. Although idea float 
discovery strategies intend to fix this issue, arising sensing technolo-
gies and emerging communication are creating a considerable amount 
of information, requiring dispersed conditions to perform calculation 
errands across smart city authoritative spaces. In [24], they tried vari-
ous best-in-class dynamic idea float identification algorithms for time 
series examination inside a conveyed climate. We utilize genuine infor-
mation streams and conduct a basic investigation of the results recov-
ered. The difficulties of carrying out idea float variation calculations, 
alongside their applications in smart urban areas, are also discussed.

10.2.5 Software Defined Networking (SDN) of Loading Security

The security in SDN-based systems [25] was characterized to take 
advantage of SDN’s versatility. The further functions provided by 
SDN innovation empower the coordination of improved security 
instruments, for example, traffic filtering, routing manipulations and 
the utilization of a secure organization channel to move the delicate 
information. Some papers regarding the NFV scope have focused on 
assessing the plausibility and exhibition of working the virtual secu-
rity machines on edge utilizing holders [26, 27] such as firewalls and 
IDS. Although this virtualization innovation demonstrated exceptional 
productivity, it ended up being tested in relation to the asset-required 
IoT devices. The convenience of the device is impacted by the high 
volume of traffic, which can require significant energy and CPU utili-
zation. Employing machine learning techniques is an optional strategy 
to deal with secure IoT setups. Different arrangements that influence 
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SDN innovation and machine learning tactics for enhancing network 
interruption recognition frameworks were recommended in [28]. The 
work also depicts the challenges identified with the organization inter-
ruption of detection systems.

In [29], they proposed a model that predicts urban transport by uti-
lizing the deep-learning method. This model uses an LSTM neural 
network, which anticipates the data rate and location. The creators in 
[30] proposed a model using the block chain method for overseeing an 
adaptable IoT framework. The authors in [31] recommended an answer 
that recognizes the correspondence between the MEC and IoT devices. 
This model embraces a technique that can distinguish the possibil-
ity for service composition and delivery. The researchers in [32] used 
ANN to identify a strange traffic network that travels from the door-
way to the edge gadgets [33, 34].

10.3 Issues, Challenges and Problem Statement

In this section, various cyberattack methods and their detection in an 
online platform are discussed.

10.3.1 Time and Memory Constraints

Both “large volume” and “high velocity” show the high scale of IoT 
streaming data and high generation. The IoT streaming data must be 
prepared and examined when they arrive at the training model. None-
theless, in the IoT framework, many IoT gadgets have less cost and less 
power consumption with less computational resources with restricted 
computational assets, which limit their information investigation speed 
[35–37]. The storage imperatives of IoT gadgets additionally reduce 
the capacity to measure and store considerable data of IoT information 
and large intricacy learning models. 

10.3.2 Class Imbalance

The most common issue in data mining in the IoT climate is class 
irregularity. In this regularity, all classes do not have the same number 
of tests, that is, in any one of the class, some extra examples can been 
seen when contrasted with another class [38]. Using the traditional 
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machine learning strategies in these circumstances will overlook the 
examples of minority class, as these minority tests influence gen-
eral precision. Both idea float and class awkwardness support shared 
impacts. When the two issues happen at a time, they exasperate one 
another. When the streaming data are imbalanced in the classes, then 
it is extremely challenging to recognize idea float in the minority 
classes and determining how to use it. Actually, the status of the class 
imbalance can be changed by the idea float, as the earlier class is one 
variable in the idea floating climate thus far; a couple of techniques 
have been proposed to resolve the problem of idea float with class 
imbalance.

A related writing survey was found in [39]. The strategies that now 
exist can be characterized into two methodologies: chunk-based and 
online. In online methodology [40, 41], for every approaching infor-
mation test, the prediction model is refreshed and the float identifier is 
utilized to screen information streams. Assuming that the idea float is 
recognized, the current model of expectation will be reset, and a new 
model for the new float idea will be constructed. For instance, consider 
undersampling based on online bagging and oversampling (OOB) [40], 
which utilizes a time-postponed plot for acquiring the new proportion 
of information stream awkwardness. It tends to be employed to join 
both oversampling and the underdamping in web-based packing. This 
can be used to connect a float identifier such as DDM-OCI [41].

DDM-OCI gives a warning when required by checking the minor-
ity class. It reviews and affirms the location by applying measurable 
data. However, approaches that depend on indicators suffer from false 
alarms, identification delays and missed discoveries. In opposite, 
piece-based methodologies [45, 43], information streams are cush-
ioned for specific examples and accumulated. Then, at this point, the 
classifiers are assembled depending on the gathered lumps of informa-
tion. Generally, these methodologies accept that universal idea float 
will happen in the information stream and will constantly update the 
current model. Normally, a community-oriented structure is utilized to 
produce one classifier for each approaching lump of information. The 
classifier loads are adapted to the new ideas [44, 45].

Simultaneously, the subject of awkwardness will be overwhelmed 
by gathering the examples of the minority class in past pieces. For 
instance, significance examining is utilized to gather tests of minority 
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class structure past lumps in DFGW-IS [42]. In addition, the examples 
of larger part classes are bootstrapped to make a bagging-like col-
lection. This methodology will work if the minority class has a fixed 
idea in an information stream. However, when the idea float climate 
is mind boggling, the p(y) float changes the irregularity proportion. 
In this way, if the minority class is made to shape a greater part class 
through extension, then the examples of the minority class, which are 
stored in the past, cannot be utilized to refine the current minority 
class. Furthermore, it is undeniably challenging to give a legitimate 
load for singular classifiers that are prepared in various time stamps 
while limiting the classifier’s check not to increment limitlessly.

10.3.3 Concept Drift

When dealing with information streams that are not stationary, idea 
floats will turn into issues for machine learning models. When the 
fixed information creating measure is changed, the earlier model will 
become incorrect or totally pointless [46]. An illustration of idea float 
is the route framework, which needs to refresh the guide immediately 
when it is misdirecting the vehicles. Another model is an application 
site that is utilized for internet shopping, which needs to detect a radi-
cal change in the inclinations of clients [47]. The non-versatile model’s 
presentation will fluctuate occasionally when the seasons change [48]. 
These models are utilized for anticipating the interest and supply of 
neighborhood heating energy.

The models allude to an obsolete data, which is the reason for their 
disappointment. It is extremely tedious and in some cases, it is difficult 
to physically check the floats in an environment. In this way, a technique 
that naturally distinguishes the floats and embraces them in the models 
is proposed in [49]. These strategies are sorted into passive approach and 
active approach [50]. Active methodologies will screen the presentation 
of models when the presentation is fixed, and it will actuate the variation 
interaction when it recognizes a float [51]. Here, the primary test is the 
way to make a floating marker address execution. A good drift indica-
tor is one that is straightforward in strategy for computation and detec-
tion. Likewise, it should be exceptionally delicate to distinguish the float. 
To build the float markers, two strategies are available. One strategy 
depends on the genuine names in the informational indexes. The other 
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strategy utilizes only unlabeled information. Recently, the comprehen-
sion of IoT information with idea floating has acquired importance in the 
internet learning field. This is because it occurs with a genuine applica-
tion dependent on machine learning, where the circulation of informa-
tion changes with time. For instance, attackers will consistently work 
on the nature of the attack to keep the hindering from the interruption 
location frameworks. In this manner, highlights and the ideas of assault/
malignant bundles on the IoT climate change as often as possible. Thus, 
for an online algorithm, this interaction information spilling alongside 
the idea float should maintain a tradeoff between gaining from the past 
information gathered and embracing the new idea. This is known as the 
stability-plasticity dilemma. As indicated by the Bayes’ hypothesis, idea 
float happens in four parts, which are as follows: 1) data distribution is 
a virtual drift where the conveyance of x is changed without altering 
the decision hyper plane; 2) class conditional probability (likelihood) 
is a virtual drift that regularly co-happens when preparing information 
float and testing information float; 3) posterior probability is a genuine 
float wherein the decision hyperplane will be moved with the progres-
sions in conditional probability; and 4) class prior p(y) is a virtual drift 
where changes in the irregularity proportion are made dependent on the 
exchange among the greater part and minority class. The systems pres-
ent in [52, 53] expect decision hyperplane to be affected only by poste-
rior probability drift.

In any case, it is absurd to expect to change just one drift part by 
keeping another consistent. Consequently, the four parts of drift hap-
pen simultaneously and are associated with one another. These parts 
can occur in genuine streaming information at any time. One more 
commonplace issue in data mining is class imbalance. In class imbal-
ance, all the classes do not have the same number of tests, for example, 
one class can have more examples than another class [52–54]. Straight-
forwardly applying standard machine learning techniques to these cir-
cumstances will overlook the examples in the minority class, as these 
minority tests influence the overall accuracy.

Class imbalance and concept drift build up mutual impacts. When 
the two issues happen at the same time, they aggravate one another. On 
the off chance that the information streams in the classes are imbal-
anced, it is undeniably challenging to recognize concept drift in the 
minority class, and furthermore, to take on the internet to figure them 
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out. Actually, class imbalance status can be changed by concept drift, 
as an earlier class is one variable in the concept drifting climate. Thus 
far, several techniques have been proposed to deal with the issue of 
concept drift and class imbalance. Subsequently, the point of the explo-
ration is to resolve this issue in making a proficient interruption loca-
tion framework for the IoT environment [55–59].

10.4 Cybersecurity and IoT

The countless IoT devices that are used in everyday technologies, 
such as closed circuit cameras and smart home devices, can be 
hijacked by malware and used against servers. Hacking into web 
sites and stealing passwords continue to be hackers’ main focus 
[59]. A default credential was used to exploit thousands of devices in 
recent assaults such as the Mirai Botnet. The technique of defending 
systems, networks and programmes from online threats is known as 
cybersecurity. In [60], they performed automated penetration testing 
on vulnerabilities in IoT devices. The authors in [61] implemented the 
productive edge computing group affiliation and update method for 
the IoT. In [52], the author provided some ideas for preventing social 
engineering in IoT.

10.5 Conclusion

The most challenging problem in the recent trends of IoT application 
is providing secure communication. In the IoT environment, numerous 
data-intensive applications have been emphasized; here, large amount 
of data are communicated over the internet or wirelessly and are prone 
to security issues. In this chapter, different security model methods 
are studied and problems are identified in designing effective authen-
tication models employing machine learning techniques. Furthermore, 
a possible future research direction is building an effective security 
model that guarantees confidentiality and data integrity.
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11.1 Introduction

Up to 20% of serious accidents on motorways and boring roads in 
Great Britain are caused by driver weariness, which is a major factor 
in traffic accidents. According to the government’s Road Safety Strat-
egy, Tomorrow’s Roads: safer for everyone, driver weariness is one 
of the key aspects of driver behaviour that must be addressed if the 
target of reducing the number of people killed and seriously injured in 
traffic accidents by 40% during 2023 is to be realised. The most accu-
rate technique to gauge driver weariness is by observing the driver’s 
level of drowsiness. The creation of a system for detecting sleepiness 
is the goal of this project. This technology works by analysing the 
driver’s eye movement and notifying them when they are asleep by 
sounding the buzzer. A non-intrusive real-time monitoring system for 
eye detection has been put into place with this technology. The tech-
nology can determine whether the eyes are open or closed while being 
monitored. A signal to warn the driver is sent when the eyelids are 
detected as closed for an extended time. According to research by the 
AAA foundation for traffic safety, distracted driving causes six out of 
ten car accidents. Overall, 50 million road accidents and 1.35 billion 
fatalities worldwide are attributed to distracted driving, according to 
the World Health Organization (WHO). Nearly as many people are 
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killed by hepatitis and HIV as are killed in traffic accidents. If the 
driver really paid attention when driving, then the number of accidents 
could be cut in half by four. About 2,895 persons were killed in dis-
tracted driving incidents in the United States in 2019, according to the 
National Highway Transportation and Safety Administration, which 
was 8.7% of all fatalities in traffic accidents during the year. Many 
scientists have concentrated on studying the issues of traffic accidents 
and their solutions and definitions of distracted driving. Distracted 
driving is defined as driving behaviour that causes the driver to lose 
their concentration, such as using a cell phone, eating, drinking, or 
turning on the radio. According to another definition, distracted driv-
ing includes anything that prevents the driver from paying attention to 
the road. Martin et al. classify distraction into three categories: cogni-
tive, manual, and visual. With the help of sensors, drivers’ hand or foot 
movements on the gas and brake pedals are monitored during manual 
distraction. Cognitive tests predict the psycho-physiological state of 
drivers, such as their heart rate, blood pressure, and body temperature. 
According to Alexey Kashevnik, machine learning is concerned with 
the creation and application of models or algorithms that enable a sys-
tem to research the required knowledge based on previous knowledge 
or datasets. Machine learning, which has drawn the attention of numer-
ous researchers as an emerging option, can now be successfully used 
to monitor and analyse distracted driving behaviours, address issues, 

Figure 11.1 Statistics of distracted driving deaths within 10 years in the US. 

The Figure 11.1 shows the statistics of distracted driving deaths within 10 years in the US.
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and identify an efficient solution. To address the issue of inattentive 
driving, the time to collision (TTC) standard has been implemented. 
Having automated longitudinal and lateral control, the driving system 
relieves the driver of some of their driving duties and provides emer-
gency braking and turning. TTC is an important criterion for calculat-
ing the relative collision time based on the vehicle and its surroundings 
while ignoring the driver’s behaviour.

In referring to numerous studies on distracted driving, the focus is on 
identifying the driver’s actions and calculating alcohol consumption by 
using sensors and alerting the driver with a sound through the use of a 
convolutional neural network (CNN). The objective is to increase driver 
safety without impeding traffic as shown in Figure 11.2. People who are 
sleep-deprived or have sleep disturbances feel sleepy when they should be 
alert. Even one night of sleep deprivation can result in significant short-
term fatigue, and repeated sleep interruptions can result in chronic drowsi-
ness. The only way to successfully address exhaustion is to sleep. When 
sleep is less than four hours per night, performance diminishes. Losing 
one or two hours of sleep per night might have a cumulative effect that 
may lead to persistent sleepiness. Numerous factors, some of which are 
out of an individual’s control but some are personal choices, can result in 
sleep loss and disruption, including long work hours and shift work, fam-
ily responsibilities, social activities, illness including sleep disorders, med-
ication, and stress. Without being intrusive, the goal is to increase driver 
safety. Using a webcam, visual cues were collected from eye blink rates,  

Figure 11.2 Average premium by distracted driving violations.
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which normally indicate a person’s level of attention. To determine the driv-
er’s state of weariness, these were systematically combined and extracted 
in real-time. The technology can monitor the driver’s eyes to identify brief 
naps of three to four seconds. This approach’s system operates at 8–15 
frames per second. OpenCV was used to implement the application in a 
PC environment with a single camera view. This method was intended 
to prevent accidents on the road by detecting the driver’s tiredness. The 
PC With OpenCV is a component of the suggested system. Facial rec-
ognition is mostly used to protect the sleepy driver. Due to the growing 
population, driving has become necessary, which has caused an alarming 
rise in accidents that have resulted in significant loss of life and property. 
The purpose of this initiative is to track down accidents and report their 
locations. Through SMS, the vehicle’s position is communicated by using 
global system for mobile applications (GSM) technology in the form of 
latitude and longitude coordinates. The global positioning system (GPS), 
a navigational system utilising a network of satellites orbiting the earth, is 
used to retrieve the location.

11.2 Motivations

One of the major contributing factors to automobile accidents in recent 
years is driver error. The condition of the driver, such as drowsiness, 
can be directly estimated as a sign of driver weakness. Therefore, it is 
crucial to detect driver drowsiness to protect people and property.

• The goal of this endeavour is to provide a framework for to 
identify sleepiness. This framework continuously gathers 
images, analyses them to identify the eye, mouth, and head 
node rates in accordance with calculated parameters, and 
issues warnings as necessary.

• Several OpenCV libraries are used to implement this frame-
work, including Haar-cascade.

11.3 Literature Survey or Related Work

A study by the National Highway and Traffic Safety Administration 
found that sleep deprivation was likely to be a factor in 56,000 car acci-
dents that occurred in the United States in 1996. A 2007 survey found 
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that fatigue was the main factor in 18% of accidents. In Britain, fatigue 
had a role in up to 20% of serious traffic incidents. Similarly, the Road 
and Traffic Authority found that weariness played a role in 20% of inci-
dents on the road in 2007. Accidents caused by drowsy driving were 
controlled while the vehicle was out of control. The alcohol detector in a 
car can also be used to catch drunk drivers. Here, the expression “using 
the driver’s eye blink” is used to denote driver fatigue.

These incidents happened because the driver was drowsy and could 
not control the car when he or she awoke. The driver’s infrared sen-
sor, which was attached to the frame of his glasses, used the pace at 
which his eyes closed to detect sleepiness. If the driver is drowsy, then 
the system will sound a buzzer, reduce the vehicle’s speed, and use 
the obstacle sensor to detect any nearby vehicles to prevent collisions. 
If there are no nearby vehicles on the left side of the road, then the 
vehicle will automatically veer to the left side of the road and park with 
advance warning. Numerous academics have been working on these 
devices in recent years, although few methods have been published.

One of the methods suggested is to watch the car’s motion to detect the 
driver’s fatigue. This method, however, has limitations because the results 
depend on the type of vehicle and the condition of the road. Another 
approach involves processing the driver’s electrocardiogram (ECG) sig-
nals. This approach has limitations as long as the ECG probes are attached 
to the driver’s body. This is sure to annoy the driver. Few studies have 
tried to gauge the driver’s level of fatigue by counting the number of times 
that their eyes blink. Many studies have developed approaches based on a 
combination of projection and the geometry characteristics of the iris and 
pupil for the successful identification of the eye blink rate.

[1] In order to recognise driver conduct, provide them with the 
appropriate alerting system, and lessen traffic illusions, the lightweight 
CNN architecture is deployed. With the benefits of typical convolu-
tional layers, depth-wise separable convolution layers, average pooling 
layers, and feature maps that are derived by suggested adaptive con-
nections, the network combines feature extraction and classifier mod-
ules. The global average pooling and softmax layer in the classifier 
module aid in determining the probability of each class. This method 
has limitations because it was created with a two-stage driver behav-
iour warning mechanism.
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[2] To transfer learning to machines, four architectures, includ-
ing CNN, VGG-16, ResNet50, and MobileNetV2, have been used. 
The system is trained by using a considerable number of photos from 
commonly accessible datasets that show various distracted driving 
postures, and the results are examined using a variety of factors to suc-
cessfully validate it. However, it is ineffective when used in real time.

[3] The cutting-edge framework combines driver perception, vehicle 
condition, and behavioural identification to deliver pertinent notifica-
tions. Right decision and Error! Hyperlink reference not valid. com-
passionate and efficient warnings, various time-to-collision criteria are 
explored along with the behaviour. However, the 3D objects were not 
recognised, leading to an error scenario that is not more thorough and 
appropriate than real-world driving situations.

[4] Convolutional sleepiness detection methods based on driving 
performance and behaviour may not be available where automated 
driving system distractions are concentrated, so in this case, meth-
ods based on physiological measurements such as heart rate vari-
ability (HRV) become an effective solution. As a result, automated 
driving could potentially impair HRV when there is less work to be 
performed. For this reason, it is important to investigate the impact of 
automated driving by using real-world experimental datasets on HRV 
and sleepiness.

[5] The effective Det model extracts the zone of interest of the body 
parts and the distracting features from the photos so that the predic-
tions can be made stronger and a legitimate outcome can be achieved. 
The most effective approach for identifying a distracted driver is 
Efficient Det D3, as seen by its MAP of a 99% learning rate of 3.50 
epouch, which shows that it can successfully assist drivers in uphold-
ing and establishing safe driving practises.

[6] The information from physiological sensors, including breathing, 
heart rate, and optical sensors, and facial action units and emotional 
activation is used to detect distractions. Machine learning techniques 
may suffer from issues including label jitter, scenario overfitting, and 
poor generalisation performance.

[7] To address this issue, triplets are created by creating positive 
and negative samples of each input. The positive samples are produced 
by applying structure-aware illumination to the human body region of 
each input. For the networks to perform numerous jobs to investigate 
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the global information, triplets are used in the training process. How-
ever, it failed to evaluate the model’s generalizability and obtain data 
from the researchers themselves.

[8] The main characteristic of this proposed work is using deep 
learning-based segmentation to extract movements of the driver’s body 
parts from the onboard camera. The machine is trained with 10 activi-
ties, of which 1 is normal driving and 9 instances are distracted driv-
ing. According to the experimental findings, the segmentation module 
considerably enhances classification performance. Building an embed-
ded system to deploy a driving warning system based on suggested 
distraction solutions can further improve it.

[9] By using trigger words for speech to text classification models, 
the driver’s movements and head posture are monitored by using deep 
learning ideas, and the distraction is removed by voice commands. 
However, this is unrelated to the identification of retinal anomalies 
such as an open sleeping eye. The results from real-time testing indi-
cate that the driver’s behaviour classification and command have a 
response time of 0.080 seconds.

[10] The three basic types of driver distraction are physical, visual, and 
cognitive. This framework depicts the entire detection process, including 
the usage of sensors, measurements, computation of data, computation 
of events, inference of behaviour, and type of distraction. Additionally, it 
contains expanded developmental strategies for automatic driving.

11.4 Existing System

While driving, a lot of attentional impairment impacts drivers’ reac-
tions. Driving while fatigued puts the motorist at a substantially higher 
crash risk than when they are awake, making it one of the main factors 
in traffic accidents. Therefore, using an assistive system that checks a 
driver’s state of alertness and warns them if they are getting sleepy can 
be very helpful in preventing accidents. The current system describes 
a method for detecting driver tiredness based on head movement and a 
yawning measurement. This system entails a number of processes such 
as the in-flight detection and tracking of the driver’s face, the in-flight 
detection and tracking of the mouth contour, the in-flight detection of 
yawning based on measuring both the rate and the quantity of changes 
in the mouth contour area, and head movement monitoring.
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In the past, MATLAB was used to develop sensor-operated equip-
ment including eyewear for sleep detection, and drivers’ conditions were 
manually assessed before each trip. Additionally, the driver’s tiredness 
was not disclosed. Once lost, life cannot be recovered. There is a chance 
to partially prevent these types of accidents because of advanced tech-
nologies. Because of the higher speeds involved and the fact that the 
driver cannot take any action to prevent the disaster, not even to press the 
brakes, sleep-related accidents are more severe. An accident can occur 
if the driver falls asleep, veers off the road, or collides with another car. 
When street lights are out, especially on highways, accidents can also 
occur. Therefore, when a car approaches from the other side, the driver’s 
failure to adjust the light’s brightness plays a significant role in accidents.

Accidents result from the opposing driver missing judgement calls. 
Accidents can also be caused by someone abruptly entering the car 
from either side, which causes the driver to make a mistake and crash. 
When the driver is beyond the limit, the vehicle will automatically 
beep and transmit the owner information about the specific location of 
the vehicle at the same time.

Disadvantages

• As wearable devices were externally connected to the driver, 
this caused a distraction while driving.

• The driver’s consumption of alcohol during the trip went unde-
tected. Image processing was not exact because MATLAB 
was used.

11.5 Methodology and Objectives

We performed this work by dividing the entire project into three 
modules.

 1. Device Initialisation Module
 2. Drowsiness Detection Module
 3. Alert Module

11.5.1 Device Initialisation Module

In this module, we initialise the webcam to detect the driver’s drowsi-
ness. A buzzer or beeper is the signaling device used to alert the driver.
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11.5.2 Drowsiness Detection Module

OpenCV is employed in this module to acquire webcam photos and 
feed them into an intelligence model that categorises distracting behav-
iours. This uses a camera’s image as input. The classifier classifies the 
things in the image and determines whether the driver is distracted and 
whether any risky intentions are present.

11.5.3 Alert Module

The Alert Module is used to alert not only the driver but also con-
cerned people. This module will also send a request to a nearby police 
station if the driver needs emergency help.

11.6 Proposed System

The whole system is built upon PC, QT as an editor and the OpenCV 
image processing library. The quickest sleepiness detection and data pro-
cessing are the main priorities. The system uses a Logitech camera, which 
has no external connections, to determine whether the eyes are open or 
closed in real time. It is exceedingly unlikely that the system will mal-
function. Through the IoT, notification services are offered where eye-
ball detection is used to warn drivers. Although it can be applied to any 
object, its primary purpose is for predicting facial landmarks and form. 
The proposed design uses a camera to continuously record the driver’s 
face to identify levels of hypo-vigilance. The motion of closing one’s eyes 
is then recorded to indicate sleepiness as shown in Figure 11.3. The sign 

Pre-Processing ROI Head, Eye, Jaw
Detection 

Creating Bounding
Box 

Distraction Detection,
Drowsiness Alert and
Yawning Detection 

Recognisation 
Tracking

Input Image

Figure 11.3 System architecture.
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of weariness is an increase in the number of eye blinks compared to usual. 
Microsleep, which lasts for 3 to 4 seconds, is a reliable sign of exhaustion. 
OpenCV was used to implement the closed eye motion. A buzzer noti-
fies the driver of their level of drowsiness. We have put out a technology 
that can recognise distracted driving and mobile phone use, among other 
driving behaviours. The camera identifies the distractions and warns the 
motorist to pay attention to the road.

We utilise the following modules to generally implement this system.

• Capturing Video: With the help of this module, we use the 
built-in OPENCV function named VideoCapture to connect 
the operation to a webcam.

• Frame Extraction: Using this module, we can capture webcam 
frames and the value of each image frame-by-frame and con-
vert it to a two-dimensional array.

• Face Recognition and Facial Landmarking Detection: We 
identify faces in photos by using the SVM method, and we 
also extract facial expressions from the frames.

• Detection: We identify the mouth and eyes on the face with 
this module.

• Calculate: In this module, we use the Euclidean Distance for-
mula to determine how far a particular face is from an eye blink 
or yawn. If the eyes blink for 20 consecutive frames and the 
mouth opens when yawning, then the driver will be warned.

11.7 Face Detection Using OpenCV

This initially appears difficult, but it is very simple as shown in Figure 11.4.

Step 1: Let us start with an image and consider the prerequisites. 
Finally, to give us the features of the face, we must build a 
waterfall classifier.

Step 2: In this stage, OpenCV is used to read the image and the 
features train. As a result, the main data points at this stage are 
NumPy arrays. Finding the row and column values of the face 
NumPy N-dimensional array is all that is required. The array 
in question has a face cell value.

Step 3: Displaying the picture with the blocky face box is the last 
action.
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For eye tracking and monitoring, there are numerous different algo-
rithms and techniques. Most of them are connected in some way to 
characteristics of the eye (usually eye reflections) in a video image of 
the driver. The initial goal of this study was to locate the eyes on a 
face by using the retinal reflection and to determine when the eyes are 
closed by using the absence of this reflection. Calculating the eye clo-
sure period can be made easier by using this algorithm on a series of 
video frames. Drivers who are fatigued tend to close their eyes for lon-
ger periods of time than usual. Additionally, even a very slight exten-
sion of time could lead to a serious accident. Therefore, the moment 
that we notice a closed eye, we alert the driver. Along with eye and 
head movements, the detection analysis of a person’s eyes and face 
may also be able to indicate how sleepy they are. Making a real-time 
application with computer vision is a highly difficult endeavour that 
requires a robust processing machine. Computer vision is created with 
open source software called OpenCV. C, C++, Python, and Java pro-
gramming language extensions all support OpenCV. The PC can be 
overclocked to a maximum of 1500 MHz with OpenCV and Raspbian, 
a lightweight Linux operating system. OpenCV and other program-
ming tools are abundant in the Raspbian OS. When a driver is found to 
be tired or fatigued, a message is delivered via Twilio, and a buzzer is 
activated. The Haar Feature-based Cascade Classifier technique uses 
machine learning to create a cascade function from a large number of 
positive and negative images. This positive image is then used to update 
the region of interest (ROI) by identifying the face and eye regions. A 
detector and a trainer are both included in OpenCV. OpenCV is used 
to build a user-defined item classifier. The created object classifier is 
saved as an extension.xml file to be used later in the programming 
process. Additionally, in this study, we use deft operator edge detection 
to identify the precise coordinates of the region surrounding the eyes.

This study proposes a deep learning-based cell phone use behav-
iour detection system that can identify driving behaviours and issue an 
early warning quickly and in real time, eliminating this possible risk. 
To enhance the integrity of picture capture and to guarantee the detec-
tion accuracy of target recognition for the scheme design, a multi-angle 
arrangement of cameras is used. By maximising the size and quantity 
of the convolution kernels, two independent CNNs are trained, and they 
can then accurately identify hands and cell phones in real time. Then, 
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based on the distance of the interaction between the cell phone and the 
hand, trained CNNs deliver the necessary early warning or forensics. 
The outcomes of numerous tests show that the suggested technique can 
accurately detect cell phone use while driving in real time.

11.8 Search Strategy

A software requirement is a detailed explanation of the behaviour of 
the system that is being developed, often known as a requirement spec-
ification. The SRS includes both functional and non-functional crite-
ria in addition to a description of how the software works. Software 
requirements describe a branch of software engineering that focuses 
on gathering, analysing, specifying, and validating software needs.

software specifications
OPERATING SYSTEM: Raspbian OS
LIBRARY: OpenCV Library, Wiring PI library
EDITOR: QT
LANGUAGES: C and Python
WINDOW SERVER: Xming with Putty

Figure 11.4 Cell phone detection.
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OpenCV MODULES
cv: Primary OpenCV operations
cvaux is an acronym for auxiliary (experimental) OpenCV functions.
cxcore provides support for data structures and linear algebra.
highgui: GUI capabilities
Working with video capture in OpenCV
OpenCV allows for the capture of images from an AVI video file 

or a camera.
starting the camera’s capture:
Capture from video device #0 with CvCapture* capture = 

cvCaptureFromCAM(0).
CvCapture* capture = cvCaptureFromAVI(“infile.avi”) is used 

to start the capture from a file.
Taking a picture: 0 for IplImage* img; If (!cvGrabFrame(capture)) 

is true, then a frame will be captured. Could not grab a 
frame, n, 7, printf; exit(0); // recover the captured frame; 
img=cvRetrieveFrame(capture);

Grab an image from each camera before grabbing images from 
many cameras at once. After the grabbing is finished, retrieve 
the pictures that were taken by releasing the source of the cap-
ture: cvReleaseCapture(&capture);

11.9 Conclusion

Based on real-time fatigue detection, a driver alertness detection sys-
tem was suggested. The suggested method accurately picks up on 
tiredness and eye blinks. Image processing algorithms are used to 
determine the eyes’ location. Drowsiness can be detected without any 
inconvenience or disturbance to the driver by using image process-
ing. A face recognition algorithm is also used. It was discovered that 
this technique produces a reliable measurement of the blink rate. The 
suggested algorithm can detect the eyeballs at medium and high illu-
mination, regardless of gender or age; nevertheless, for the best detec-
tion, the camera has to be placed as close to the subject as feasible. A 
night vision camera is put in place to prevent the consequences of poor 
detection caused by insufficient light so that better results, unaffected 
by a lack of brightness, are produced. By using a buzzer indicator, the 
motorist is signaled, ensuring safe driving.
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Figure 11.5 Flow diagram for drowsy detection system. 

The Figure 11.5 shows the flow diagram for drowsy detection system.
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11.10 Future Enhancement

The hybrid system solution makes it possible to detect cell phones more 
successfully because of machine learning for movement detection and 
additional features from optical flow, such as horizontal movement, the 
area of connected components, and the dimensions of the region move-
ment seen, and the improvement in image resolution and processing 
frames per second.
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12
SocIal EngInEErIng

Cyberattacks, Countermeasures, and Conclusions

DR.  K A M A LA KSHI  NAGA N NA 
A N D CH ETH A NA R K A R IGER

12.1 Introduction

With the increasing prevalence of digitalization, social engineering has 
emerged as a major cybersecurity threat for organizations. This prac-
tice involves exploiting human vulnerabilities by manipulating indi-
viduals to achieve malicious goals. Attackers use their victim’s flaws 
as a basis for the attack and lure them into downloading harmful files 
or applications, clicking on malicious links, or revealing personal and 
sensitive information. Social engineering is a manipulation technique 
aimed at retrieving personal data, revealing sensitive information, 
and causing harm to individuals or organizations. Digitalization is a 
critical component of modern business operations, but it also presents 
complex challenges in terms of understanding and securing the tech-
nology infrastructure. This includes a combination of tools and tech-
nologies that may be stored on-premise, on the cloud, or a mix of both. 
Organizations must take proactive measures to protect their informa-
tion and operations in the cyber world, including educating employees 
on the risks of social engineering, implementing strict security proto-
cols, and employing advanced cybersecurity technologies. Regularly 
reviewing and updating security policies is also essential to stay ahead 
of emerging threats. With a multi-faceted approach and the right tools, 
organizations can protect their data and operations from social engi-
neering attacks and prevent potentially disastrous data breaches that 
could harm both the organization and its customers [1–24].

The incidence of cybercrimes has increased due to the vulner-
ability of information systems, which makes it challenging to secure 

https://doi.org/10.1201/9781003406716-12
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information in the digital age. Attackers use various methods, includ-
ing intrusion into computer networks and dissemination of computer 
viruses, to exploit the protected information of targeted organiza-
tions. These attacks involve analyzing the network infrastructure of 
the organization, identifying vulnerabilities, and attempting to gain 
unauthorized access to organizational resources. The risk of network-
based attacks is significant, as they can further lead to the harm or 
embezzlement of crucial information. To mitigate this risk, organiza-
tions need to adopt a comprehensive approach to cybersecurity that 
includes regular security assessments, incident response protocols, and 
continuous monitoring of network activity to detect and respond to 
threats. The following Table 12.1 highlights several real-life incidents 
of social engineering attacks [26–40].

These incidents highlight the real-world risks posed by social engi-
neering attacks, and the need for entities and establishments to be cau-
tious and shield themselves after these threats. Figure 12.1 highlights 
the various real time attacks.

The social engineering conceptual model explains the mechanics 
of social engineering attacks. The model includes three main ele-
ments: effect mechanism, human vulnerability, and attack method. 
These elements work together to provide a comprehensive perspective 

Table 12.1 Real-Life Incidents of Social Engineering Attacks

SLNO NAME OF THE INCIDENT YEAR THEFT TYPE LOSS

1 Target Data Breach 2013 Credit and debit card
information

$40 Million

2 CEO Fraud 2016 Impersonating a high- level executive 
to trick an employee into making a 
wire transfer or divulging

sensitive information

$100 Million

3 Social Media Hacks 2020 Twitter suffered a major security 
breach where attackers were able to 
compromise the accounts of 
high- profile individuals and 
companies, including Barack Obama 
and Elon

Musk
4 Watering Hole Attacks 2019 Asian mobile app

store
5 USB drops 2011
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Figure 12.1 Most targeted industries. 

Software as a service (SAAS) allows users to connect to and use cloud-based apps over the 
Internet.

Figure 12.2 Growth of cybercrime costs.

It is also expected that in 2025, the growth of cybercrime may reach $10.5 trillion as depicted 
in Figure 12.2.

for understanding social engineering attacks. Various social engi-
neering attack scenarios have been demonstrated mainly to showcase 
the implementation of these techniques, weaknesses, and methods of 
attack, providing insight into how social engineering attacks operate 
and succeed, as discussed by Zuoguang wang et al. [1]. Social engineer-
ing attacks are performed by using the Social Engineer Toolkit (SET), 
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a pre-installed tool in Kali Linux, specifically, a Debian Linux-based 
operating system used for penetration testing. Kali Linux provides a 
range of tools designed to analyze and exploit system vulnerabilities, 
and it is maintained and funded by Offensive Security, a well-known 
open-source project that is used by cybersecurity professionals and 
enthusiasts. The SET framework is widely recognized as a standard 
tool for advanced technological attacks in social engineering settings, 
according to Breda F [2]. Social networking sites (SNSs) are a common 
target for social engineering attacks. The dynamics of social engineer-
ing in SNSs are impacted by four primary elements: the social net-
working service (the environment), the social engineer (the attacker), 
the strategy and tactics utilized (the attack method), and the SNS user 
(the target), as discussed by Abdullah Algarni [3].

To facilitate the detection of social engineering attacks, the Social 
Engineering Attack Detection Model (SEADM) employs a decision 
tree approach that divides the whole detection process into smaller, 
more manageable stages. In this way, SEADM provides decision-mak-
ing guidelines that can help identify and prevent social engineering 
attacks. SEADM includes four stages, specifically, pre-contact, con-
tact, information gathering, and exploitation, and each stage identi-
fies specific indicators that can help detect social engineering attacks. 
For instance, in the pre-contact stage, unsolicited emails or phone 
calls can be used to recognize potential attackers, while in the con-
tact stage, requests for sensitive information or unusual behavior can 
indicate a social engineering attack. The common social engineering 
tactics used by attackers are phishing, pretexting, baiting, and water 
holing. Organizations can employ SEADM to improve their informa-
tion security defenses, as suggested by Monique Bezuidenhout [4]. A 
knowledge graph was utilized to gather threat data and new sets of 
training and testing data were created by varying the combinations 
of the features when investigating the effectiveness of the machine 
learning techniques in detecting social engineering attacks. Then, 9 
machine learning models were created, and 27 threat detectors/classi-
fiers were trained and tested. The results showed that machine learning 
techniques can effectively detect general social engineering attacks 
and that they complement graph-based approaches. The decision tree 
model performed the best, achieving an average precision, recall, and 
F1-score of 89.6%, 85.5%, and 87.6%, respectively. Other models such 
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as MLP, SVM, AdaBoost, the Nearest Centroid, and integrated voting 
models also showed promising results, according to Zuoguang wang 
[5]. The shift of daily activities to online platforms due to the COVID-
19 pandemic has resulted in an increase in the number of people online. 
However, the lack of cybersecurity education has left users vulnerable 
to various forms of online attacks. COVID-19-themed attacks, with 
phishing emails that had subject lines such as ―2020 Corona virus 
Updates‖, ―2019-n Cov: New confirmed cases in your City‖ were a 
common tactic used by attackers. These emails typically used sub-
ject lines that appealed to human curiosity and fear. These emails also 
had attachments that installed malware or directed users to fraudulent 
websites to obtain their login information, as explained by Venkatesha 
Sushruth in 2021 [6].

12.2 Case Study on Social Engg Attack—IBM Report [25]

12.2.1 The Cost of Average Social Engineering-Related Breach

As per the 2022 report released by IBM, the average price tag of a data 
breach with social engineering as the primary outbreak vector was $4 
million. This is quite more than, for example, the Federal Emergency 
Management Agency (FEMA) funded the Massachusetts Department 
of Transportation for Winter Storm Kenan’s road snow plowing and 
sanding expenses in January 2022 [25].

12.2.1.1. Data Breach Identification Time The 2022 report also showed 
that data breaches with social engineering as the initial attack vector 
took nearly 9 months for the companies to

• Identify the breaches (201 mean time days), and
• Contain them (69 mean time days) [25] (Figure 12.3).

This means that social engineering-based breaches performed 
slightly better than the average data breach in 2022, which took 207 
and 70 mean time days to identify and contain, respectively [25].

12.2.1.2 Data Breach Involvement: the Human Element (82%) The 
company’s expressed in their report that among the five causes of the 
investigated data breaches, four were due to human-related factors. This 
reflects the consideration that social engineering is the reprehensible 
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knack of utilizing psychological diplomacies to dupe human employ-
ees. Cybercriminals can use social media and other publicly available 
information sources to learn about you and your company. After the 
collection of all of these data, they can couple this acquaintance with 
social engineering strategies to improve their position into your busi-
ness [25].

12.2.1.3 Cyberattacks Are Targeting Organization Employees Rather than 

Technology (90%) Out of the 10 cyberattacks reported, 9 were in con-
tradiction of organizations target employees, despite IT and cybersecu-
rity fortifications. The reason behind this, as determined by Arctic Wolf 
Networks in their report [5], is because an organization’s workforce 
is always a less risk-averse, which results in great benefits for attack-
ers. Systems can be patched, and defenselessness can be diminished. 
Nevertheless, cybercriminals usually aim at the feeblest associations in 
the chain, as this may lead to major disbursement with very minimal 
effort. Cybercriminals are very aware that organization employees are 
human and that humans are assured to commit mistakes. Cybercriminals 
bank on these circumstances. Because of this, organizations should aim 
to empower and increase employees’ cyber awareness education pro-
grammes via regular offline and online training [25].

Figure 12.3  The difference between the time required to identify and the time required to contain 
social engineering-based data breaches.
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12.2.1.4 Data Disclosure Issues (47%) As per the report by Verizon, of 
the 2,249 reported incidents they analyzed involving social engineer-
ing, 1,063 resulted has been revealed. This signifies that only half of 
the incidents were explored, including personally identifiable informa-
tion comprising 24% and login credentials comprising 63%. This sig-
nifies that nearly 2 out of 3 social engineering attacks target employees 
while they dispense login credentials, which occurs through various 
means such as pretending to be a member organization’s IT team or by 
directing an employee to a phishing email that redirects to a website 
with a forged login portal. When the actual genuine credentials are 
entered, the attacker steals them [25].

As per the 2022 report, based on the complaints received in 2022, 
phishing, personal data breaches, and non-payment/non-delivery were 
the greatest number of cases, and the details are depicted in Table 12.2.

Illinois, for example, was in the 5th position for the highest number 
of victims at 14,786 and in the 7th position for the highest victim dollar 
loss at $266.7 million as shown in Table 12.3.

12.3 Methodology and Detection

12.3.1 Social Engineering Toolkit for SMS Spoofing

SET is a system that provides a menu-driven interface to tailor an 
attack to the targeted individual or organization. The menu sys-
tem has various options, including social engineering attacks and 

Table 12.2 Details of Social Engineering-Related Security Incidents [25]

SLNO DETAILS AMOUNT

1 Phishing $52 million
2 Investment Fraud $3.3 billion
3 Cryptocurrency Investment Fraud $2.57 billion

Table 12.3 Details of the Illinois Social Engineering Attack in 2022 [25]

SLNO COMPANY AMOUNT

1 BEC $83,883,493
2 Investment Fraud $75,614,466
3 Tech Support $31,413,362
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direct exploitation tools. Our focus is on the social engineering 
attacks found under option 1. After launching the software, a main 
menu with 6 options and an option to exit the program appears 
(Figure 12.4).

In the context of social engineering attacks, a basic SMS spoofing 
attack is presented as an example; therefore, select the “SMS Spoofing 
Attack Vector” from the menu of social engineering attacks (as shown 
in Figure 12.5).

Figure 12.4 SET menu.

Figure 12.5 Social-Engineering Attacks menu.
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To obtain the victim’s credentials, the attacker proceeds to execute the 
steps outlined in SET. This involves selecting the SMS spoofing attack 
option, which is listed as option 7 in the toolkit’s menu (Figure 12.6).

Next, choose option number 1 once more, which is the SMS attack 
option for targeting a single phone number, as depicted in Figure 12.7.

Figure 12.6 SMS Spoofing Attack Vector menu.

Figure 12.7 SMS Attack menu.
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Input the phone number of the victim, including the country code, 
as illustrated in Figure 12.8.

Choose either a pre-made template or select from the templates pro-
vided in Figure 12.9.

The following figure displays the predefined templates menu. 
Choose any one to perform SMS spoofing (Figure 12.7). Finally, 
choose the service to send the SMS (Figures 12.10 and 12.11).

Figure 12.8 SMS Attack Menu.

Figure 12.9 Single SMS Attack Menu.
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Figure 12.10 Predefined templates menu.

Figure 12.11 Service selection menu.

12.3.2  SMS Spam Message Detection with Term Frequency-Inverse 
Document Frequency (TF-IDF) and Random Forest Algorithm

The proposed study presented in Figure 12.12 aims to classify SMS text 
messages into two categories: ham or spam. The focus of this research 
is to develop a process that can accurately distinguish between the two 
types of messages.
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12.3.2.1 Phases of SMS Spam Detection The phases of spam detec-
tion involve preprocessing, feature extraction and selection, and 
classification.

12.3.2.1.1 Preprocessing The initial phase of message categoriza-
tion involves pre-processing, which entails transforming unstructured 
data into more-structured data. Tokenization, stop word removal, and 
stemming are the three stages of pre-processing. In the first stage, 
tokenization removes symbols (@, #, %, and $), punctuation, and num-
bers. In the second stage, stop words, which are common words that 
provide no information, are removed. These include pronouns, prepo-
sitions, and conjunctions, such as “we,” “are,” “is,” and others. In the 
final stage, stemming is performed. This involves identifying the roots 
of words and removing prefixes and suffixes. By performing stem-
ming, different word forms, such as nouns, verbs, and adjectives, can 
be reduced to a common, similar word. For instance, “capturing” and 
“captured” can both be stemmed to “capture.”

12.3.2.1.2 Feature Extraction and Selection The process of fea-
ture extraction and selection plays a crucial role in differentiating 
between ham and spam text messages. To accomplish this task, the 
TF-IDF method is utilized, which is a statistical technique frequently 
applied in the vector space model (Figure 12.13). This technique is 
widely used in the domains of information retrieval and text mining. 
TF-IDF is used to determine the importance of a word in a document 
by measuring its importance in relation to the entire corpus. The term 
frequency (TF) is measured by counting the number of times that a 
word appears in a document and is then normalized between 0 and 1. 

Figure 12.12 Process of SMS spam detection.
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During tokenization, punctuation is removed, and all text is converted 
to lowercase to construct the index of terms in TF-IDF. TF reflects how 
important a term is if it occurs periodically in a document. Inverse 
document frequency (IDF) is also considered, which computes the 
informativeness of a term. While calculating TF, all terms are treated 
as equally important. However, certain terms such as “is,” “of,” and 
“that” may appear frequently but have little significance. Therefore, 
frequent terms are down-weighted, and rare ones are up-weighted. 
TF-IDF is a technique that measures the significance of words within 
individual documents and evaluates their overall importance in the 
entire document corpus.

12.3.2.1.3 SMS Message Spam Classification During this phase, the 
classification of ham or spam is carried out by using the random for-
est (RF) algorithm. RF is a machine learning technique that employs 
ensemble learning to address the issue of overfitting that can occur 
with individual decision tree models. By averaging the results of mul-
tiple decision trees, RF creates a diverse set of predictions, with each 
tree producing its own unique performance. The average of these per-
formances is then used to generalize the results. In the training stage, 
a group of decision trees is built, where features are chosen at random 
for their operation. RF can handle large datasets with various types 
of features, including binary, categorical, and numerical qualities. 
The algorithm works by selecting a bootstrap sample from S for each 
tree in the forest. To speed up the learning process of decision trees, a 
modified decision tree learning algorithm is employed in which only a 
random subset of features (f ⊆ F) is evaluated at each node of the tree. 

Figure 12.13 The equations of TF and IDF.
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This subset is significantly smaller than the full set of spam features 
(F), which reduces the computational cost of deciding on feature splits. 
As a result, the learning process of the tree is accelerated.

12.3.2.2 Pseudocode: Random Forest Method Precondition: Training 
set T=(xi,yi), . . . , (xn,yn), feature F, and the number of trees in forest B

 1. Function Random_Forest (T,F)
 2. L 🡨 ∅
 3. For i ∈ 1, . . ., B do
 4. T(i) 🡨 A bootstrap sample from T
 5. Li 🡨 RandomizeTreeLearn (T(i),F)
 6. L 🡨 L U {li}
 7. End for
 8. Return L
 9. End Function
 10. Function RandomizeTreeLearn (T,F)
 11. At each node:
 12. F 🡨 very small subset of F
 13. Split on best feature in f
 14. Return the learned tree
 15. End Function.

12.4 Results

To gauge the effectiveness of the employed algorithms, diverse per-
formance evaluation metrics such as accuracy, precision, and the 
F- measure are employed. It was observed that the TF-IDF+RF algo-
rithm performs the best compared to the other algorithms evaluated 
in terms of accuracy. It achieved an accuracy score of 97.50% with a 
precision of 0.98 and 0.97 for both recall and the F-measure. The next-
best algorithm in terms of accuracy is TF-IDF with MNB, with a per-
centage of 97.06% and a precision result that differs only by 0.1 from 
the proposed method. Surprisingly, the F-measure result is the same as 
the proposed method at a rate of 0.97. To the contrary, the lowest per-
formance was obtained by using the TF-IDF with the SVM algorithm, 
with an accuracy rate of 87.49%, a precision of 0.77, and an F-mea-
sure of 0.82. The reason for this outcome could be attributed to the 
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fact that SVM is not very effective in handling imbalanced datasets. 
Imbalanced data can negatively affect the performance of the machine 
learning algorithms, including SVM, in various ways. Although SVM 
can face issues such as imbalances in the distribution of positive and 
negative support vectors and the possibility of positive points being 
distant from the optimal boundary, it still manages to attain an impres-
sive performance level of over 75%. The results of various algorithms 
are shown in Figure 12.4.

12.5 Conclusion

The proliferation of SMS spam messages has become a major problem 
worldwide due to the increasing number of mobile users and cheap 
SMS rates. To combat this issue, this study presents a spam detec-
tion technique using various machine learning algorithms. The results 
indicate that the TF-IDF with the RF classification algorithm achieves 

Figure 12.14 Classifying messages as spam and ham.

Table 12.4 Comparison of Algorithms

ALGORITHM ACCURACY PRECISION F-MEASURE

+++TF-IDF+Multinomial 
Naive Bayes (MNB)

97.06 0.97 0.97

TF-IDF+K-Nearest Neighbor 
(KNN)

91.19 0.92 0.89

TF-IDF+Support Vector 
Machine (SVM)

87.49 0.77 0.82

TF-IDF+Decision Tree (DT) 96.57 0.96 0.97
TF-IDF+Random Forest 97.50 0.98 0.97
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the highest percentage of accuracy. However, accuracy alone is not 
sufficient to assess the performance since the dataset is imbalanced. 
Hence, other performance measures such as precision, recall, and the 
F-measure must also be considered. Despite the imbalanced dataset, 
the RF algorithm still achieves good precision and F-measure scores of 
0.98 and 0.97. It is notable that the choice of algorithm and the features 
used can have a significant impact on the performance and results.
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